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Background 
Empirical Education Inc. is the independent evaluator of SRI International's 2014 Investing in Innovation (i3) 

Development grant called Redesigning Secondary Courses to Improve Academic Outcomes for Adolescents with 

Disabilities and Other Underperforming Adolescents. The goal of the grant is to develop Enhanced Units that combine 

research-based content enhancement routines, collaboration strategy, and technology components for secondary U.S. 

History and biology classes. This report presents findings of a randomized control trial (RCT) during the 2017-18 school 

year. The RCT measured the impact of Enhanced Units on higher order content skills (as measured through unit tests) in 

high school biology and U.S. History classes in three districts in Virginia and California. 

DESCRIPTION OF ENHANCED UNITS  

SRI, the Center for Applied Special Education Technology (CAST), and their research and practitioner partners 

developed Enhanced Units (EU) with the goal of integrating research-based content enhancement routines (referred to in 

this report as routines) with technological enhancements to improve student content learning and higher order 

reasoning, especially for students with disabilities or other learning challenges. The routines used in the study are based 

on the Strategic Instruction Model (SIM) and were developed at the University of Kansas Center for Research on 

Learning. SIM interventions are based on the application of the principles of systematic, explicit, guided instruction, 

mastery of critical content, and the use of cognitive and metacognitive supports related to completing academic and 

social tasks that improve student learning. SIM lessons provide ways to graphically highlight critical content, steps to 

follow in acquiring content individually and with others, and ways to monitor progress and retention (Deshler & 

Schumaker, 2006). The four routines used in the study were unit organizers, question/exploration guides, cause and 

effect guides, and comparison (compare and contrast) tables. Examples of each of the routines, as well as terms and 

definitions used in this report, are presented in Appendix A.  

The technology developed during the grant to use with the routines is a Google application called CORGI, which stands 

for Co-organize your learning. CORGI was designed as a Google application because this platform is free to use, and 

because the participating schools already use the platform with students. CORGI supports familiar Google functions 

including shared authoring and commenting, and it maintains the same graphic designs as the original paper-based 

routines. Several student supports are built into the application including embedded videos about how to use the 

routines, models of expert examples, text to speech and speech to text, and support for vocabulary and translation. 

The combination of the routines and CORGI technology is therefore called EU. This EU project is the first to combine 

multiple research-based routines and technology as a means of teaching higher-order reasoning to secondary students. 

DESIGN-BASED IMPLEMENTATION RESEARCH PROCESS AND DECISIONS 

Leading up to this field test, SRI spent two years of intervention design following principles of Design-Based 

Implementation Research (DBIR) process (Penuel & Martin, 2015), including: engage, listen, revise, repeat. DBIR 

involves an iterative process where researchers and developers work with educators and students to design a product 

or intervention, pilot it, gather feedback, and use the feedback to drive product/intervention change.  

The DBIR process for EU involved the completion of the following activities to engage teachers, administrators, 

students and researchers in the design process. 

• Fifteen full-day or half-day researcher-practitioner design meetings 



• Five student focus groups with middle school and high school students across both districts  

• Seventeen student technology pilot focus groups 

• Fourteen teacher interviews  

• Three interviews with district administrators 

• 54 class periods in which U.S. History and Biology teachers piloted the integrated units at multiple stages of 

development and shared their feedback via Google survey 

During this process, it was revealed that the districts involved differed on multiple factors that influenced early design 

decisions. These differences included standards and curriculum alignment, technology policy, and district/school 

leadership culture. Because of these challenges, SRI adjusted the original schedule to choose to spend two years (instead 

of one) designing the innovation, and proposed a pilot study and a field study instead of a two-year field study.  

DESCRIPTION OF PILOT STUDY AND SUBSEQUENT CHANGES 

The pilot study, which was conducted by SRI, was designed as an RCT, and implemented in one district in California 

and one district in Virginia during the spring semester of the 2016-2017 school year. These districts had contributed to 

the design of the routines and technology. Teachers were blocked by school and subject, and randomly assigned to 

either EU or business-as-usual conditions in January 2017. Intervention teacher training started within two weeks after 

random assignment. Treatment teachers implemented EU in their U.S. History or biology classes using CORGI in 

spring 2017. Professional development modules were developed to train teachers over two days on how to implement 

EU with CORGI in whole class and small groups. In addition, teachers received coaching by request. 

After completing the pilot study, the following changes were made for the field study. 

• The field test was modified to include one practice unit and two study units. Coaching would continue during 

the practice unit, but will be a reduced number of hours during the study units  

• One unit per subject (cells and Roaring 20s) were dropped from the field test 

• The SCORE routine was dropped from the field test 

• Preference to work in schools with at least four teacher participants (any combo of U.S. History/biology) due to 

issues of cost 

• Teachers new to SIM were included 

• Teachers on improvement plans were not included 

More information on the DBIR process and changes from the pilot is included in Appendix B. 

OVERVIEW OF THE FIELD TEST  

The field test RCT conducted by Empirical Education, which is the focus of this report, was designed to address the 

following primary research questions.  

• Did students in grades 9 through 12 who attended high school science classes that incorporated science EU 

demonstrate higher order content knowledge in the unit test scores in science compared to the scores of similar 

grades 9 through 12 students in high school biology classes that implemented business as usual (BAU) in spring 

2018?  



• Did 11th grade students who attended high school social studies classes that incorporated social studies EU 

demonstrate higher order content knowledge in the unit test scores in social studies compared to the scores of 

similar 11th grade students in high school U.S. History classes that implemented BAU in spring 2018?  

• Did students in grades 9 through 12 who attended high school science classes that incorporated science EU and 

11th grade students who attended high school social studies classes that incorporated social studies EU, as a 

group, demonstrate higher order content knowledge in their respective unit test scores compared to the scores 

of similar grades 9 through 12 students in high school classes that implemented BAU in spring 2018?  

The secondary research questions include the following. 

• Did special education students in grades 9 through 12 who attended high school science classes that 

incorporated science EU demonstrate higher science unit test scores compared to the scores of similar grades 9 

through 12 special education students in high school science classes that implemented BAU in spring 2018?  

• Did special education students in 11th grade who attended high school social studies classes that incorporated 

social studies EU demonstrate higher social studies unit test scores compared to the scores of similar 11th 

grade special education students in high school social studies classes that implemented BAU in spring 2018?  

• Did special education students in grades 9 through 12 who attended high school science classes that 

incorporated science EU and 11th grade special education students who attended high school social studies 

classes that incorporated social studies EU, as a group, demonstrate higher order content in their respective 

unit test scores compared to the scores of similar grades 9 through 12 special education students in high school 

classes that implemented BAU in spring 2018?  

In addition to these questions, which were identified prior to the study, we addressed several additional exploratory 

questions to better understand the results we obtained, including the following. 

• Is there a difference in impact on student achievement depending on teachers’ self-reported levels of comfort 

with technology? 

• Is there a difference in impact on student achievement depending on biology content area, specifically, 

evolution compared to ecology? 

• Is there a positive impact of EU on achievement by biology content area, or by history content area?   

• What is the level of the treatment-control contrast in the use of SIM instructional practices deemed central to 

implementation of EU?  

• Is there a correlation across randomized blocks between levels of fidelity of implementation and program 

impact? 

• Is there evidence that EU had impact on instructional practices posited to mediate impacts on student 

achievement?  

In addition to addressing these questions, this study documents the extent to which the core components of EU were 

implemented with fidelity.  We will also provide descriptive results on classroom practices (as measured by teacher 

surveys) and contextual factors that support or hinder implementation (as described during teacher interviews).  

For this experimental study, SRI recruited 13 teachers across five study schools in three districts to participate. Of the 13 

teachers, seven taught biology and six taught U.S. History. All teachers were trained in implementing EU and received 

ongoing coaching during the school year. For each teacher, we randomly assigned each of their classes into one of two 

groups: the group using EU (or program group) or to the group who would continue with their existing instruction 

(control group), that is, “business as usual.” We first paired each class with the one most similar and a random number 



generator was used to determine which class in each pair would join the EU group and which class would be in the 

control group. Class rosters were established prior to random assignment. Implementation of EU occurred during the 

second semester of the school year and included three units in biology (genetics, evolution, and ecology), and three 

units in U.S. History (Great Depression, World War II, and Cold War).1     

Methods 
This section outlines the experimental design. Our experiment results in a comparison of outcomes for classes randomly 

assigned to EU and classes being taught using the district’s current methods. The outcomes of interest are the student 

test scores on unit tests in biology and U.S. History. This section details the methods we used to assess the impact of EU. 

We begin with a description and rationale for the experimental design and go on to describe the program, the research 

sites, the sources of data, and the composition of the experimental groups.  

EXPERIMENTAL DESIGN 

How the Sample was Identified 

How the participants for the study are chosen largely determines how widely the results can be generalized. The EU 

sample was one of convenience, chosen from school districts that were identified by using data from the Strategic 

Instructional Network. Districts or schools that were recruited had previously purchased SIM materials; had teachers 

trained in the use of some of the SIM routines and strategies; had a certified SIM trainer available; and identified a staff 

‘champion’ for the proposed project. One district in California and one in Virginia agreed to participate in the pilot 

study and field test, and wrote letters of support for the proposal. When a third district was needed for the field test, the 

SRI project team reached out to the SIM network of certified trainers in Virginia, the location of one of the existing sites, 

to identify possible sites who met the above criteria. Empirical Education submitted a research application to the school 

board of the third district, and the study was approved. 

Interested districts assigned a point of contact responsible for obtaining contact information for interested teachers and 

consent from district-level personnel. Eligible teachers would teach either biology in grades 9-12, or U.S. History in 

grade 11, and Empirical Education conducted informed consent webinars for interested teachers. Interested teachers 

then completed a consent form and baseline survey prior to receiving EU training. Four of the thirteen teachers that 

participated in the field test had previously participated in the pilot study, and one of those four had previously 

received EU training as part of the pilot. Students of study teachers (either EU or control) in one of the Virginia districts 

may have been exposed to SIM instructional practices through classes other than their target class they were enrolled in 

during the study. However, since an equal number of randomized classes in both conditions would have had this prior 

experience, exposure will be balanced between conditions.  

Randomization 

We would like to determine whether EU caused a difference in outcomes. To do so, we have to isolate its effect from all 

the other factors influencing performance. Randomization ensures that, on average, characteristics other than the 

 

1 The first unit (genetics and The Great Depression) were considered practice units and we did not include data from these units in 

the final analysis. 



program that affect the outcome are evenly distributed between program and control groups. By evening out the effects 

of these factors between conditions, our estimate of the program effect is not confounded with effects of these other 

factors—technically it is “unbiased.” Any remaining departures from the true values of the effects are due to chance 

differences between conditions.  

There are various ways to randomize program participants to experimental conditions. Our research works within the 

organization of schools, not disrupting the existing hierarchy, in which students are grouped within sections that are 

nested under teachers in the schools. The level in the hierarchy at which we conduct the randomization is generally 

determined on the basis of the kind of program being tested. We attempt to identify the lowest level at which the 

program can be implemented without unduly disrupting normal processes or inviting sharing or “contamination” 

between control and program units. For example, school-wide reforms call for a school-level randomization while a 

professional development program that can be implemented individually per teacher can use a teacher-level 

randomization.  

In the case of EU, we determined that the most appropriate and efficient unit of random assignment was the classroom 

level, based on the sample size of participating teachers. During the initial stages of work, Empirical Education 

discussed with SRI and CAST the potential limitations of having too small a sample of teachers (n = 13). Had 

randomization occurred at the teacher level, the study would have been too underpowered to detect a small to 

moderately-sized impact—ones typically found with educational interventions. Hence, Empirical Education 

implemented the design solution of randomizing classes within teachers, thereby increasing the sample of units 

randomized and the sensitivity to detect program effects.  Appendix C provides our considerations for statistical power.  

A concern with using a within-teacher randomized design is the potential for contamination. Because EU involved the 

technology component of CORGI, this partially mitigated concerns of contamination, as control classes were not given 

access to CORGI. However, we used additional strategies to minimize the risk of contamination. First, we explained to 

teacher participants—during a preliminary informational webinar—the importance, from a research perspective, of not 

using EU materials and techniques with their control classes, and we sent teachers email reminders of this point at the 

beginning of each unit. The Daily Implementation Logs also included a Yes/No question for teachers to self-report 

whether intentional or unintentional contamination may have occurred in that day’s control classes. Finally, the end-of-

study interviews asked teachers about their experiences in the treatment versus control conditions, to further capture 

the strength of the treatment-control contrast actually achieved, and to assess the extent of contamination, if any.  

Because classes, instead of students, were assigned to the EU or control materials, this kind of experiment is often called 

a “group randomized trial.” To increase the precision of our program impact estimates and increase design efficiency, 

we randomized classes within small blocks of similar classes.  Using information from districts about student 

demographic and assessment data, as well as information from a baseline survey concerning characteristics of teachers’ 

classes, for the most part we created matched pairs of classrooms within teachers. In a few exceptions, we used blocks 

with three sections, and in a couple of cases, we formed matched pairs across teachers.  

Data informing block selection included proportions of low socioeconomic status, proportions of English Language 

Learners (ELLs), special characteristics (e.g. Advanced Placement, Honors, co-teacher), subject taught in the study class, 

and grade level. We also sought anecdotes from teachers about the similarities and differences between classes, a 

strategy that has proven effective for identifying similar classes in our past studies. In response, teachers offered 

comparisons of the overall sizes, energy levels, and manageability of their classes, as well as made notes on special 



circumstances, such as whether the class had a co-teacher. Notes on special circumstances were particularly prioritized 

in the blocking process. This approach resulted in the same number of classes in each condition. All classes confirmed 

their rosters immediately, prior to randomization so that we had the most up-to-date baseline samples of classes and 

students. We used a random number generator to randomly assign one class within each pair to EU, and the other to 

control. The classes in each pair were assigned a random number drawn from a uniform distribution. The class with the 

higher number was assigned to treatment; the one other, to control.    

The final configuration of blocks and classes in the experiment, as well as the random assignment status of each class, 

are displayed in Table 1 and Table 2 below (separated by biology and U.S. History). Overall, the study involved three 

districts, five schools, 13 teachers, 14 randomized blocks, and 30 classes (15 in each condition, with 18 in biology and 12 

in U.S. History).  

 

 



  

 

What Factors May Moderate the Impact of EU? 

The selected design allows us to measure the differential effectiveness of EU for specific subgroups of students, 

teachers, and units of instruction. These are variables that were measured before the experiment started, and that we 

had reason to believe would affect the magnitude of the effect of EU. Technically, these are called potential moderators 

because they may moderate (increase or decrease) the impact of EU. We measure the effect of the interaction between 

each potential moderator and the variable indicating assignment (i.e., to EU or control); that is, we measure whether the 

effect of EU changes across levels of each moderator.  

For this study, we compared the program’s effectiveness based on teachers’ comfort level with using technology in the 

classroom, students’ disability status, and among biology classes whether the unit of instruction was in Ecology or 

Evolution (we describe the rationale for this moderator analysis later as it is motivated by the main impact findings). 

We examined differential impact by teachers’ levels of comfort with technology because EU is heavily technology-

reliant. We expected that less impact on students would be conferred among teachers expressing less ease with using 

classroom technologies. We examined differential impact by student disability status because, as stated previously, EU 

is designed to improve student content learning and higher order reasoning, especially for students with disabilities or 

other learning challenges. 



What Factors May Mediate Between EU and the Outcome? 

We also examined impacts on a series of classroom practices that are potential mediators of the impact of EU on student 

outcomes. An impact on an intermediate instructional outcome means it may facilitate (mediate) impact on student 

achievement. While a lack of impact on an intermediate instructional outcome means the intermediate variable cannot 

mediate impact on student achievement.  

Because of the small sample sizes in this study, we did not conduct formal mediation analyses; however, we examined 

impacts on specific intermediate variables. This allows us to rule out, with some degree of confidence, intermediate 

factors that are not mediators of impact on achievement. The analyses, and conclusions, should be considered 

exploratory, because of lack of power due to small samples (i.e., these analyses are capable of detecting only very large 

impacts, and there is a high probability of incorrectly concluding there is no impact on a mediator when there is a small 

but real effect). Because of this, we focused predominantly on the magnitudes of the effects.     

SITE DESCRIPTION 

The five study schools are spread across the two states, with three in Virginia and two in California, and nearly equally 

across the four National Center for Education Statistics (NCES) locale designations. Table 3 shows the school-level 

averages for the five study schools from publicly available NCES data.   

 



 

 

EU LOGIC MODEL AND OVERVIEW OF IMPLEMENTATION STUDY 

During the 2016-2017 and 2017-2018 school years, the developers of EU worked to develop a program logic model and 

identify the key components of the intervention (Table 4 below). There are two key components: teachers receive 

sufficient support to implement the EU, and teachers increase their implementation of, adherence to, and quality of EU 

instructional practices, representing the inputs and outputs of the logic model. These are intended to impact teacher 

classroom use of SIM instructional practices, thereby increasing student collaboration and critical thinking in biology 

and U.S. History, which would in turn increase achievement on biology and U.S. History assessments, especially among 

special education students.  

As a requirement of the National Evaluation of i3 (NEi3), we calculated fidelity of implementation (FOI) scores for each 

component of the EU program. The implementation study applies mixed methods to assess the key components of the 

logic model, including: presence of inputs, such as the delivery of PD and coaching by SRI/CAST; the usefulness of 

inputs measured through teacher surveys; and recorded levels of activities in terms of outputs, such as teachers’ use of 

the routines, in terms of both frequency and quality, as well as student understanding and use of collaboration. We 

have assessed implementation fidelity in terms of the following components: (1) teachers receive sufficient support, 

which encompasses teacher attendance of PD and coaching, as well as their perceptions of the usefulness of the PD; and 

(2) teachers use of EU units, which includes teachers’ adherence to, quality of, and reported usefulness of EU routines, 

as well as student self-reported understanding and use of collaboration.  

 



 
        

 

 

 

SCHEDULE OF MAJOR MILESTONES 

The project began in September 2017 with the initiation of the contract and will end when the final report is delivered to 

SRI, CAST, and the NEi3. The study took place during the 2017-18 school year, with implementation occurring during 

the second semester of the school year. Table 5 presents an updated timeline of the major milestones of the study. 

 

 



DATA SOURCES AND COLLECTION 

Teachers, schools, and districts provided the data to Empirical Education for this study. In addition to roster, 

demographic, and achievement data, we collected implementation data over the entire period of the experiment, 

beginning with the teacher trainings in November 2017, and ending with the schools’ academic calendars in June 2018. 

We collected data through teacher background and instructional practice surveys, daily implementation logs, and 

teacher interviews to provide evidence of the implementation. 

The precise schedule of teachers’ implementation and relevant data collection varied by district and subject. The 

district’s schedule of instruction and end of year assessments determined the start and end dates of each unit. In 

addition, whether or not the teacher had a block schedule determined the number of days of instruction in each unit. 

Teachers without block scheduling implemented units for about 15 instructional days each. Teachers with block 

scheduling implemented units for about 10 instructional days each. However, in both their EU and control classes, SRI 

asked teachers to implement on the same instructional schedule, in terms of number of days per unit, as well as content 

covered, with the only instructional difference being the use of EU themselves. 

Table 6 outlines the overall timeline of the major data collection phases.  

 

Next, we provide a description of each of the data collection instruments.  

Teacher Baseline Survey  

Using Empirical Education's SurveyCenter®, researchers administered a baseline survey to all participating teachers 

immediately after they agreed to participate in the study, and prior to the beginning of training and implementation. 

The survey was used to capture teachers’ experiences and instruction prior to the program implementation. Teachers 



had one week to complete the survey. Empirical Education staff downloaded the data for the survey each day, 

monitoring that the data was being submitted as intended, and following up with any non-respondents via email and 

phone. 

The baseline survey asked teachers questions about their professional background and experience, level of education, 

and teaching certifications. In addition, it asked teachers to describe similarities and differences between their 

participating classes, as well as any special circumstances that classes may have. The latter information on classes was 

part of the data used in the blocking and randomization process. 

Following questions about their professional experience and current classes, teachers answered how often they used 

SIM instructional practices. Additionally, they indicated how often they used practices such as lectures or presentations, 

explicit instruction, re-teaching, classroom discussions, advance organizers, and post organizers in their instruction. 

Moreover, the survey asked teachers how often they used practices such as games, hands-on experiences (i.e. labs, 

simulations), centers or stations, and non-linguistic representations (e.g., pictures, videos, graphs) to engage students in 

lessons. It also asked how frequently they used instructional practices to promote critical reading and thinking skills or 

supporting students in organizing and remembering content. Furthermore, it asked teachers how often they used 

various types of technology hardware (e.g., smartboards, overhead projectors, laptops, or tablets) and software (e.g., 

visual aids, electronic whiteboards). Teachers could answer these questions using a scale of “Never, Seldom, 

Sometimes, Often, Always.”  

For the last two sets questions, the survey asked teachers about their technology practices and self-efficacy. The first 

question showed teachers a set of statements regarding integrating technology into their classroom practices, such as "I 

can teach lessons that appropriately combine content, technologies, and instructional practices" and "I can select 

technologies to use in my classroom that enhance what I teach, how I teach, and what students learn." Teachers 

responded to the extent to which they agreed with the statements, according to a five-point Likert scale of “strongly 

disagree" to "strongly agree.” These statements are adapted from the established Technological Pedagogical and 

Content Knowledge (TPAK) instrument, particularly the subsets of Technological Pedagogical Knowledge items (α = 

.93) and Technological Pedagogical Content Knowledge items (α = .89) (Schmidt, Baran, Thompson, Mishra, Koehler, & 

Shin, 2009). The final set of questions asked teachers about their beliefs in their ability in responding to things that can 

create difficulties in their instruction, such as "How well can you respond to difficult questions from your students?" 

and "How much can you do to adjust your lessons to the proper level for individual students?" according to a nine-

point Likert scale from "nothing" to "a great deal.” Researchers selected these statements from the established Teachers’ 

Sense of Efficacy Scale longform instrument, particularly the subscale items on Efficacy in Instructional Strategies (α = 

.91) (Gibson & Dembo, 1984; Tschannen-Moran & Hoy, 2001). 

District/School Data Requests 

We requested and collected class rosters and student demographics from each of the school districts at the beginning of 

the study in January 2018, and collected updated rosters January through March 2018. These data are required to 

identify the baseline sample of students, match classes for randomization, conduct balance checks, and potentially serve 

as covariates in the impact analysis. Specifically, we asked the districts to provide the following student data.  

• Name   

• Unique identifier 



• Grade 

• Gender 

• Ethnicity 

• English proficiency status 

• Disability status (whether or not student has a disability or is in special education, but not the specific 

condition) 

• Socioeconomic status 

• Classroom teacher name and unique identifier  

• Course name and section 

• School name 

• Pretest scores  

 

All student and teacher data with individually identifying characteristics were stripped of such identifiers for analysis, 

and the data were stored using security procedures consistent with the provisions of the Family Educational Rights and 

Privacy Act (FERPA). This experiment falls within the protocol approved by Empirical Education’s Institutional Review 

Board (IRB), Ethical and Independent Review Services. Under this protocol and following FERPA guidelines, student or 

parental permission was not necessary, unless required by the district. Parental permission was required by, and 

obtained within, one of the participating districts.  

Teacher Professional Development Observations  

The EU professional development (PD) was divided into three sessions per school district, with district trainings held 

separately from one another. Empirical Education researchers observed the EU training in one district and received 

post-PD survey responses from teachers, from a survey administered by SRI. We coded the PD attendance and post-PD 

survey responses for adherence to the model as part of our implementation study. 

Daily Implementation Logs  

Using SurveyCenter, we administered daily implementation logs to all EU teachers during each day of implementation 

to assess adherence to EU instructional practices. Teachers could fill out the same log multiple times, identifying the 

specific date and period for which they were completing the log. During implementation, Empirical Education staff 

downloaded responses to the logs each morning, to determine whether each teacher had completed the necessary logs 

for the previous day, based on their schedule and number of EU classes. Empirical Education sent daily reminder 

emails to any teacher that had not yet completed the log for the previous day’s classes. If there was still no response the 

following day, Empirical Education placed a phone call to the teacher.  

On the daily implementation logs, teachers could answer yes or no to having used each of the different EU routines in 

their instruction that day. If they answered “yes” to any routine, there were several follow-up questions about their 

usage of the routine, such as the number of minutes spent on its use, whether they used CORGI with the routine, and if 

they co-constructed with students to develop the routine. Logs also asked teachers if they intentionally or 



unintentionally used any of the EU routines in their most recent control classes. If so, they were to report the dates, 

control class periods, and routines used.  

From January 29 through May 31, 2018, researchers maintained documentation of teachers' daily implementation 

schedules. Prior to the beginning of each unit, researchers emailed teachers to confirm whether their previously-stated 

implementation schedules were still applicable, or whether there had been unanticipated scheduling changes. At this 

time, we also reminded teachers to complete the daily implementation logs during unit implementation, as well as to 

not use the EU in their control classes, so as to maintain a contrast between the two conditions.  

Instructional Practice Surveys 

On the last day of implementation for each unit, Empirical Education administered an instructional practice survey. The 

survey asked the same set of questions for teachers’ EU and control classes. However, for each survey, teachers 

randomly saw either the questions for their EU classes first, or the questions for control classes first, in order to avoid 

survey fatigue that may have created bias in responses. Each page of the survey reminded teachers in bold lettering as 

to which condition they should respond. Teachers had one week to complete the survey. Empirical Education staff 

downloaded the data for the survey each day, monitoring that the data was being submitted as intended, and following 

up with any non-respondents via email and phone. 

This survey asked teachers the same set of instructional practice questions as the baseline survey, but, as described 

above, teachers responded about the study unit they had just completed, separately for the EU and control classes.  

Student End-of-Unit Assessment and End-of-Study Survey 

The end-of-unit assessments were written following general curriculum standards in Virginia and California, which 

teachers in both conditions were expected to teach. Certain items were created through consultation with assessment 

staff and experts in the general content area (university faculty, teachers).  

The original design for the unit assessments was to have four items for each EU subcategory: two items that tap into 

higher-order thinking skills and two that do not. The assessments designed for the pilot study included extra items in 

each category so that items that did not perform well in the pilot could be removed from the assessments used in the 

field test. SRI computed Cronbach's alpha coefficients to determine the reliability for each unit test used in the pilot, and 

they analyzed item difficulty and item discrimination to select final items for the field test. The selected items had a 

difficulty range between .20 and .80 inclusively, and a discrimination of or above .20.  

Before conducting the impact analyses in the field test, we examined specific psychometric properties of the 

assessments. Appendix D includes tables showing percent correct, point-biserial correlations, and response rates for 

individual items on the four unit tests. In Appendix D, we also show figures of the distribution of item difficulty 

(percent correct) values for each unit test.    

The assessment performed well by conventional standards. There was no indication that students’ rates of response 

were dropping off towards the ends of the assessment. Tests of internal consistency show Coefficient Alpha values of 

.91, .87, .86 and .76 for the Unit 2 and 3 biology and Unit 2 and 3 U.S. History assessments, respectively. The biserial 

correlations for most of the items were also considered high by conventional standards.     



The final unit test form included student survey questions for students in EU classes. The student survey included three 

questions, including: satisfaction with the EU in helping them understand content, general satisfaction when compared 

to when the teacher did not use EU, and satisfaction with the CORGI technology.   

The SRI data processing team developed, printed, and scored the end-of-unit assessments and end-of-study student 

survey. There was a careful firewall between SRI data processors and the SRI EU design team to avoid compromising 

the NEi3 requirement of independence. The SRI EU design team did not have access to any of the study data processed 

by the SRI data processing team. Additionally, Empirical Education only provided the SRI data processing team with 

class rosters for printing purposes. Empirical Education did not provide the design team with similar access. As a final 

precaution, rosters shared with the SRI data processing team contained dummy Study Student IDs, generated by 

Empirical Education, to be printed on the booklets. 

At least three weeks in advance of anticipated administration of the end-of-unit assessments, Empirical Education 

securely shared class rosters with the SRI data processing team via our SecureServer®. These rosters included Study 

Student IDs, and no real student information, so as to maintain a firewall between SRI and Empirical Education. The 

unit title, school name, teacher name, and period number were also printed on the booklets. 

The SRI data processing team printed the assessment booklets within one week, and returned them to Empirical 

Education at least two weeks in advance of anticipated administration. Booklets were immediately packaged and 

mailed to teachers, such that they arrived at least one week in advance of anticipated administration. In addition to the 

booklets, these packages included instructions for administration, a key linking Study Student IDs to real student 

names (depending on the privacy requirements of the district), instructions for return, and pre-addressed stamped 

return envelopes. FedEx and USPS were the preferred mail carriers to track all mailings and to limit the chance of loss. 

Teachers returned the assessments to Empirical Education, who then returned them to the SRI data processing center 

for scoring. Following receipt of the scores, Empirical Education sent a list of student scores to each teacher. In order to 

further ensure independence, Empirical Education hand-scored a small random sample of assessments to verify that 

scoring is consistent across conditions.  

End-of-Study Teacher Interviews 

Approximately two weeks prior to the end of the third unit, researchers emailed teachers to assess their availability for 

a 30-minute interview. Empirical Education conducted the interviews using an online video conferencing channel, 

which recorded the interviews—with permission from teachers. Researchers transcribed the recorded interviews for 

further review.  

The interviews sought to gain a better understanding of the following themes: 

• Teachers’ perspectives about instruction and implementation in their EU and Business as Usual classes;  

• The amount of time they estimated spent teaching each unit in their EU and Business as Usual classes;  

• Any difficulties faced implementing EU; and  

• Any aspects of the program that may or may not be successfully scaled to other schools. 

Sample questions include the following.  

• Could you please walk me through a typical class that you lead using the EU materials? 



• What were the main differences that you experienced between your EU classes versus your Business as Usual 

classes, if any? 

• Would you recommend the EU program to other teachers? Why or why not? 

After the interviews were completed, the research team reviewed the interview transcripts and coded them using 

qualitative methods. Both deductive and inductive codes were assigned to participant answers. In addition to coding 

the responses, the research team also counted each code’s frequency across participants’ answers; for instance, the 

number of participants who named a certain routine as being one that they used often in their EU classes.  

Data Collection Response Rates 

Table 7 includes the response rates for each data source.  

 



FORMATION OF THE EXPERIMENTAL GROUPS 

This section describes the study sample that we used to assess the impact of EU.  

We start with the baseline sample, which consists of the participating classes that were randomly assigned to the EU or 

control group and for which we have information. The sample for which outcomes are analyzed may be modified 

somewhat from baseline through attrition or for other reasons that data become unavailable.  

Baseline Sample 

The baseline sample consists of the classes randomized to EU or control and includes all students in classes at the time of 

random assignment.  The baseline student sample was determined prior to randomization and there were no joiners 

included in the analysis.  

Ideally, by randomizing assignment into the two conditions, we create groups that are the same in terms of important 

characteristics – both those that are unobserved, as well as those that are observed, including demographics and prior 

achievement. In addition, because we randomized classes in blocks, we can expect a somewhat better balance on 

characteristics used to form the blocks. However, by chance, the groups are never exactly balanced and may differ on 

important characteristics that may be related to the outcome. Therefore, in this section we consider the equivalence of 

EU and control samples in terms of their baseline characteristics.  

We consider the baseline samples in biology classes, U.S. History classes, and biology and U.S. History classes 

combined.    

In Appendix E, we compare the composition of the control and EU groups in biology, U.S. History, and Combined 

(biology and U.S. History classes) at the point we received class rosters just prior to randomization (baseline sample). 

For each of the characteristics of this sample, we conducted a statistical test to determine the probability of observing a 

difference with magnitude as large as or larger than the one measured when in fact there is no difference. 2 While the 

randomization assures us that any imbalance was a result of chance, and is not an indication of selection bias, it is 

useful to examine the actual groups as formed at baseline to see whether the amount of imbalance is at a level we 

would expect to see less than 5% of the time (the standard conventionally used to assess if an effect is statistically 

significant). We show—in Appendix E—results of equivalence tests for baseline and analytic samples. None of the 

characteristics are distributed differently between conditions; that is, none of the differences reach statistical 

significance.  

Attrition in this Experiment 

We consider both overall and differential attrition. In a cluster randomized trial, we consider attrition of both the cluster 

randomized (i.e., sections) and the participants in those clusters (i.e., students).  

Overall attrition. If the rate of overall attrition is large, even if there is no difference between conditions in the rate of 

attrition, then a loss of cases may induce bias in the result, if those who leave the program group are different from 

those who leave the control group. If overall attrition is above a certain level we must adjust for this difference in the 

analysis. For example, we would want to adjust for the effect of socioeconomic status if classes or students that attrite 

 

2 We used a t-test that adjusted for clustering of students in sections. The criterion for significance was set at <.05. 



from the control group on average have lower socioeconomic status than classes or students that attrite from the EU 

group.   

Differential attrition. If the rate of differential attrition is substantial, this also can induce bias in the result. If the rate of 

differential attrition is above a certain level, we must adjust for the characteristics that are imbalanced between 

conditions as a result of the differential loss of cases. 

We report overall and differential attrition at the level of randomization and below. This allows calculation of potential 

for bias according to What Works Clearinghouse (WWC) standards (What Works Clearinghouse, 2017). 

Among the 18 biology classes randomly assigned (nine to EU and nine to control) and 12 U.S. History classes randomly 

assigned (six to EU and six to control), none were lost to attrition during the course of the study. In other words, we 

obtained outcomes for one or more students present at baseline in each participating classroom. This leads us to 

consider attrition of students only.  

The baseline sample of students includes all students present in study classes at the time of random assignment. 

Student counts from baseline to the analytic sample (for biology, U.S. History, and both subjects combined) are 

displayed in Table 8. 

 

 

In the case of EU, attrition was very low (as noted above, no classes attrited, and only a small number of students 

within classes attrited). The potential for results to be biased from non-equivalent samples is therefore low.       



Table 9 (below) exhibit attrition calculations for outcomes within each unit, for each subject, and for the combined sample across subjects. We calculate attrition in 

two ways based on whether we consider attrition for: (1) students who do not have outcomes for both unit tests, and (2) students who do not have outcomes for 

either unit test. Under any approach to calculating attrition, the study is in the WWC category of having a “tolerable threat of bias under both optimistic and 

cautious assumption.” 

 

  

 



 

  

 

 



Analytical Samples: Equivalence of Participants following Attrition  

Given the low attrition of participants, it is not necessary to examine equivalence of EU and control analytic samples, as 

the potential for bias in the impact estimates is low. However, for completeness, as with the baseline sample, we 

conducted a series of statistical tests to assess baseline equivalence for the analysis sample. Differences between 

conditions in distributions of baseline characteristics were not statistically significant for either the baseline or analytic 

samples (Appendix E).  

ANALYSIS AND REPORTING ON THE IMPACT OF EU 

Approach to Analysis 

Before presenting the results, we discuss briefly the approach to analysis.    

Average Impacts on Achievement Outcomes  

We used a three-level hierarchical model to estimate impacts. Individual outcomes on unit tests are on the left side of 

the impact equation. On the right-hand side of the equation, at level 1 (occasion), we included a dummy variable that is 

coded 0 or 1 to indicate if the posttest was for a Unit 2 or Unit 3 outcome. At level 2 (student) we modeled a series of 

covariates including dummy variables indicating gender, ethnicity, English learner status, disability status, and grade 

level. For each covariate with missing values, we created a corresponding dummy variable to indicate cases with 

missing values (coded 1 if missing and 0 otherwise). The missing value of each covariate was zero. This “dummy 

variable imputation” approach is standard for addressing missing values for covariates in randomized experiments. 

Puma, Olsen, Bell, & Price (2009) found that the dummy variable approach to handling missing baseline covariates 

produces unbiased estimates of intervention effects in cluster randomized controlled trials.  The method performed as 

well as multiple imputation and complete case analysis. We did not model pretests.3 At level 3 (class), we included a 

dummy variable to indicate if the class was randomized to EU or control. At that level of analysis, we also added 

dummy variables to indicate class membership in randomization blocks. Random effects were modeled at each of the 

three levels of analysis: occasions, students and sections. We conducted impact analyses separately for biology and U.S. 

 

3 Prior to conducting the impact analysis, we decided not to include pretest as a covariate, because of the large number of different 

pretests administered to students, compounded by differences in the timing of pretest administration (e.g., prior spring or fall). The 

pretest differences occurred because the sample was located in multiple high schools in two different states. If pretest was included 

as a covariate, the analysis model would require dummy variables to account for the various combinations of pretest type and 

timing, and there would be relatively few students in each group.  Partitioning the sample into these pretest groups would likely 

introduce more error into impact estimates, rather than improve precision. Although including pretest as a covariate in the impact 

analysis often improves the precision of the impact estimate, we anticipated that that would not be the case with so many different 

tests and timing.  

A post-hoc analysis confirmed our decision. The set of baseline covariates that were included in the analysis model along with the 

dummy variable for treatment status accounted for 98% of class-level variance in outcomes (ICC was reduced from .251 for the 

unconditional (no fixed effects) model, to .005 when modeling the treatment effect with block and covariate effects), suggesting that 

including pretest as an additional covariate would offer little benefit.   

 



History. For the combined analysis of impact across the two subjects, we used the same approach, but included a 

dummy variable for subject (biology or U.S. History) at level 3. 

A further description of the impact model, including the equations, and the approach to handling missing data is 

described in Appendix F. Appendix G includes a description of how to interpret the effect sizes, estimates for fixed 

effects, and p values, as presented in the results section.  

Sensitivity Analysis of Average Impacts on Achievement Outcomes   

In addition to the main impact analyses, we report results of a series of sensitivity analyses designed to test if the main 

(benchmark) impact results can be replicated with other approaches to analysis. We assessed impacts (1) with the 

sample limited to students with posttest scores from both unit tests, (2) like the benchmark, but with randomization 

blocks modeled as random instead of fixed effects, (3) like the benchmark, but with posttest scores z-transformed within 

unit, and (4) by using the average of posttests across units as the outcome for individuals. 

Moderator Analyses 

These were limited to the combined sample, with one exception (to see whether impact for the unit on Evolution was 

greater than for the unit on Ecology). Generally, we estimate the moderating effect by including an interaction term in 

the statistical equation. This term multiplies together the variable that indicates whether the student is in treatment or 

control and the variable that indicates membership in the subgroups across which we want to assess the presence of a 

differential effect. The coefficient for this term measures the difference between the subgroups in the impact of the 

program. We assessed if impact varies by disability status, teachers’ self-reported levels of comfort with technology 

based on the TPAK survey administered at baseline, and by biology content area (Ecology or Evolution), with the 

rationale for the last of these described in the “Results” section.  

Treatment-Control Contrast 

The study design involved randomizing classes within teachers (with two blocks identified across teachers). While we 

took precautions to limit the possibility of contamination and bias, we also assessed whether the four routines that 

constituted treatment were used in control classes. The four routines consisted of: (1) Use of unit organizers, (2) Use of 

question/exploration guides, (3) Use of cause and effect guides, and (4) Use of compare and contrast tables. Assessment 

of the difference between conditions in the use of these guides and routines was effectively a test of the treatment-

control contrast. We expected large differences between treatment and control in the use of these routines. We did not 

consider other SIM routines or strategies as part of treatment, and we expected low contrasts on these other 

instructional practices. Teachers responded to their levels of use of each SIM instructional practice in treatment and 

control classes on two survey occasions, with response options: Never, Seldom, Sometimes, Often and Always. We 

examined the differences between treatment and control classes in their teachers’ level of use of these practices. 

Connections between Fidelity of Implementation and Impact 

We investigated the relationship between fidelity of implementation (FOI) and impact. To do this, we examined the 

correlation between (1) block averages of EU-control differences in average student performance, and (2) block-level 

FOI. The rationale is that each of the 14 blocks represents a “mini-experiment” for which we can both estimate impact, 

and calculate levels of FOI.  We can then look at the relationship between impact and FOI across the 14 blocks to see if 



impact increases with increasing FOI. The number of these mini-experiments is small; therefore, the analysis will have 

low power and is strictly exploratory. Specifically, we look for positive trends in the correlations.  

A limitation of the approach described here is the possibility of confounding of random sampling variation at the level 

of randomization (the class), with systematic variation in the treatment effect within each block. We are interested in 

estimating the latter, but for a given mini-experiment (i.e., per block), the treatment effect cannot be separated from 

class-level differences in outcomes that occur due to random variation in the sample; that is, by effects unrelated to the 

impact of EU.4  

An indirect approach is to examine how much variation is present between clusters within matched pairs after 

adjusting for effects of covariates that account for random sampling variation. If, following adjustment, some variation 

in outcomes remains at the class level, it will reflect both random sampling variation not yet accounted for, and 

systematic differences across blocks in the treatment effect.  

For exploration, we examined the correlation between block specific regression-adjusted estimates of the difference in 

outcomes between EU and control, and each of several fidelity scores. Positive correlations would indicate a 

relationship between fidelity and impact; while lack of a relationship could indicate either no relationship, or an 

underpowered test of the relationship. We are interested in whether there are any patterns in the correlation that are in 

the positive direction. 

Impact on Mediators (for the Combined Sample and by Biology and U.S. History) 

Mediation analysis is critical to understanding potential mechanisms through which impacts occur. Formal mediation 

analyses require large samples (Schochet, 2009) which this study did not afford. However, it is still instructive to assess 

if there are impacts on the posited mediators, since lack of impact on intermediate outcomes means they cannot mediate 

impact on important distal outcomes such as achievement. 

To conduct this analysis given the samples available, we considered practices that SRI identified as important for 

facilitating impacts on achievement. They identified 17 practices that could be used in treatment or control. Teachers 

 

4 More formally, we can express the control mean in a randomized block as a quantity  (for class i in block k), and the 

treatment mean in the same block as  (for class j in block k.) In these expressions,  and  are random terms for 

the performance of each class, and  is the impact specific to block k. We would like to estimate  and  separately. However, the 

problem we face is that we cannot de-confound these two effects.  We can assume that  , and we can estimate this 

quantity in the control group. We can also estimate , which allows us to estimate the variance in the 

treatment effect as  (assuming no correlation between the random error and systematic treatment 

effect terms.) We can then conduct a statistical test of the null hypothesis that  This does not yield block-specific values 

of impact to correlate with block-specific values of FOI; however, it would indicate if impact heterogeneity exists that may be 

correlated with FOI. A limitation is that if the variance in errors is much larger than the variance in impact, we would need a large 

sample to show that , (i.e., to conclude that impact heterogeneity is not zero). The variance in errors in this 

study is large, as it absorbs substantial between-block differences; therefore, we do not formally test if we can reject the null of no 

impact heterogeneity (the test is highly underpowered, and we would easily not reject the null hypothesis of no impact variation). 

We are limited to examining trends in correlations between regression-adjusted block-specific impact estimates, and block-specific 

FOI values.   



were surveyed on their use of those practices at the end of each unit in both their treatment and control classes. 

Teachers were asked about the frequency of use of the following practices (each asked on a scale, Never, Seldom, 

Sometimes, Often and Always): 

1. Explicit Instruction 

2. Re-teach to a few students 

3. Identifying similarities/differences (non-SIM) 

4. Explicit strategy for asking clarifying questions (non-SIM) 

5. Explicit summarizing strategy (non-SIM) 

6. Explicit paraphrasing strategy (non-SIM) 

7. Explicit vocabulary strategy (non-SIM) 

8. Use of Graphic organizer (non-SIM) 

9. Note-taking technique 

10. Mnemonic device for remembering information 

11. Rehearsing information aloud 

12. Teacher laptop or Chromebook 

13. Student laptop or Chromebook 

14. Student tablet 

15. Student collaboration on group and partner assignments 

16. Teaching higher-order course content 

17. Support for learners with different abilities 

We were interested, first, in whether teachers reported greater use of certain practices in the treatment group, and 

second, whether greater impact was observed in biology or U.S. History. 

For this analysis, we first averaged each teacher’s response across surveys separately by condition (EU or control). This 

yielded two values in each randomized block for average frequency of use of each practice, one for treatment classes 

and one for control classes. Next, within each randomized block, we subtracted the control value from the treatment 

value. We then averaged this difference across the blocks; that is, within-block T-C differences were equally weighted 

and averaged for an overall mean difference in each practice. (Care should be taken in interpreting these values because 

averages were calculated over non-equal interval scales.)   



Results 

FIDELITY OF IMPLEMENTATION OF EU 

As a requirement of the NEi3, we have calculated FOI scores for each key component of the EU program. The 

implementation study applies mixed methods to assess the key components of the logic model, including: presence of 

inputs, such as the delivery of PD and coaching by SRI/CAST; the usefulness of inputs measured through teacher 

surveys; and recorded levels of activities in terms of outputs, such as teachers’ use of the routines, in terms of both 

frequency and quality, as well as student understanding and use of collaboration. We have assessed implementation 

fidelity in terms of the following key components: (1) Biology and U.S. History teachers receive sufficient support, and 

(2) Biology and U.S. History teachers use EU. The fidelity matrix (Table 10 and Table 11) provides an overview and 

fidelity thresholds for each indicator of the key components. Key Component 1 is made up of three indicators: (1) 

teachers received professional development (PD), (2) teachers received coaching, and (3) teachers found PD to be useful.  

These indicators were measured through PD attendance sheets, coaching logs, and a post-PD survey administered by 

SRI. Key Component 2 is made up of five indicators: (1) Adherence to EU implementation, (2) the quality of delivery of 

the EU, (3) the usefulness of the EU routines, (4) the extent to which students reported that the EU helped them 

understand the content, and (5) the extent to which students reported that the EU helped them collaborate with their 

classmates. These indicators were measured through the teacher daily implementation logs, instructional practice 

surveys, and the student survey.    

Overall fidelity was not met for either key component.  The following section reports separately on each indicator for 

the sample overall.  Appendix H includes the complete FOI results by subject area.   



Key Component 1: Biology and U.S. History Teachers Receive Sufficient Support 

Table 10 provides an explanation of each indicator and results of fidelity of implementation for Key Component 1.  

 



The first indicator of Key Component 1, “Teachers received professional development,” is defined as teachers receiving 

"initial professional development, make-up professional development, or follow-up professional development, as well 

as the duration of participation.”  Teachers were expected to attend three separate days of training offered within their 

respective districts. We collected attendance data through daily teacher sign-in sheets and attendance information from 

the instructional coaches (via email). At the teacher level, teachers received a score of 0 if they did not attend the entire 

training, and a score of 1 if they attended the entire training. Twelve out of thirteen teachers (92.3%) were present for all 

three days of training and, therefore, received a score of 1 on this indicator.  

The second indicator, “Teachers received coaching,” is defined in terms of the “Frequency and duration of ongoing 

coaching.” Data for this indicator came from weekly logs kept by the EU implementation coaches within each district. 

Coaching was offered to teachers throughout the second semester (January through June) and included pre and post 

observations, lesson planning meetings, and lesson modeling. Sessions lasted between 10 and 60 minutes and targeted 

the core routines. Coaches would also note any implementation challenges and provide next steps for follow-up 

coaching.  

At the teacher level, scoring for this indicator was determined by the total hours the teacher received coaching. The 

criterion scale for adequate implementation is: fewer than eight hours was not adequate; eight hours was adequate; 

greater than eight hours was exceeds adequate. If a teacher received greater than or equal to eight hours of coaching 

throughout the second semester, they received a score of 1. Ten of the thirteen teachers (77%) received eight or more 

hours of coaching, receiving a score of 1 for this indicator. The average number of coaching hours received for teachers 

who did not meet fidelity was 4.6, and the average number of hours received for teachers who did meet fidelity was 9. 

At the teacher level, if a teacher attended all three days of PD (indicator 1) and received at least eight hours of coaching 

(indicator 2), the teacher received a total score of 1 for this key component. Nine out of the thirteen teachers (69%) met 

teacher-level fidelity for indicators 1 and 2.  

We collected data for the third indicator, “Teachers found professional development to be useful,” from the post-PD 

teacher survey. The survey included 10 items related to how satisfied the teachers were with the PD sessions (e.g., the 

PD made them enthusiastic about EU implementation, the presenters were well organized and informative, and that 

they can confidently use the EU with their students). Teachers responded to the questions on a four-point Likert scale 

from 1 = strongly disagree to 4 = strongly agree. Because these surveys were anonymized, there was no teacher-level 

scoring for this indicator. At the district level, scoring was determined by the mean score of ratings on the survey by 

teachers in the district. The fidelity threshold is a mean score of 3 or above on the surveys for a given district, for which 

the district received a score of 1. Overall, two out of the three districts received a score of 1 for this indicator. 

At the component level, if at least 85% of all teachers had a total score of 1 for the two teacher-level indicators AND at 

least two of the three districts had a mean score of ≥ 3 on the teacher survey, then this key component was implemented 

with fidelity. Because only 69% of teachers received a total component score of 1, fidelity was not met for Key 

Component 1. As shown in Appendix H, five out of the seven (71%) Biology teachers and four out of the six (67%) US 

History teachers met teacher-level fidelity for indicators 1 and 2, indicating that neither group met fidelity for Key 

Component 1 separately. 



Key Component 2: Biology and U.S. History Teachers Use EU 

Table 11 provides an explanation of each indicator and results of fidelity of implementation for Key Component 2. 



 



 

The first indicator, “Adherence,” is defined as the “Reported frequency of EU components used.” We collected data for 

this indicator through the teacher daily implementation logs and the instructional practice survey. At the teacher-level, 

we determined scoring as follows, where teachers reported the following.  

a. Using Unit Organizer in 100% of eligible classes (where eligible excludes the first day, last day, and 1 extra 

day). Teachers would receive a maximum of 3 points per unit, with partial credit granted.  

b. Using CORGI technology at least once with the Unit Organizer and once each with the three routines 

(question exploration, cause and effect, and compare/contrast), in four separate class periods. One point 

was granted per paired use, for a maximum of 4 points per unit, with partial credit granted.  

c. Using co-construction at least once with the unit organizer and once with each of the routines. One point 

was granted per paired use, for a maximum of 4 points per unit, with partial credit granted.  

d. Using routines (question exploration, cause and effect, and compare/contrast) at least once each. One point 

was granted per use for a maximum of 3 points per unit, with partial credit granted.  

e. Teaching background knowledge in at least 3 class periods. One point was granted per period for a 

maximum of 3 points per unit, with partial credit granted.  

f. Using "Cue-Do-Review" “Most or Always” on the teacher instructional practice survey. One point was 

granted per unit, but no partial credit possible.  

For teachers with more than one class, their points were averaged across classes. In sum, teachers could earn 18 

maximum points per unit. If a teacher received an average of 85% (15.3) or above of the total possible points across the 

two study units, the teacher received a score of 1. Overall, nine out of thirteen teachers (69%) received a score of 1 on 

this indicator. The average score across the two units was 14.7, with the same average score for Unit 2 and Unit 3. The 

average overall score (i.e., across the two units) for the nine teachers who met fidelity was 16.8. The average score for 

the four teachers who did not meet fidelity (including one teacher who did not implement either study unit) was 9.9.  

The second indicator, “Quality,” is defined as the “Reported combination of EU components used” and teacher daily 

implementation logs provided the data. At the teacher-level, the following reported by teachers determined scoring.  

a. Using the Unit Organizer + Corgi + Co-construction, during one class period on the same day. Teachers 

received 1 point per element for a maximum of 3 points per unit.  

b. Using a Routine + Corgi + Co-construction together. Teachers received 1 point per element, during at least 3 

class periods, for a maximum of 9 points per unit.  

In sum, teachers could receive a total of 12 points per unit. If a teacher received an average of 85% (10.2) or above of the 

possible points between the two study units, the teacher received a score of 1. Overall, six out of thirteen teachers (46%) 

received a score of 1 on this indicator. The average overall score (i.e., across the two units) for the six teachers who met 

fidelity was 11.75 (with five of the six earning the maximum of 12 points on both units). The average score for the seven 

teachers who did not meet fidelity (including one teacher who did not implement either study unit) was 6.2. 

The teacher instructional practice survey provided data for the third indicator, “usefulness of the EU.” On each of the 

unit surveys, teachers reported on the usefulness of the four core EU routines (Unit Organizer, Question Exploration, 



Compare and Contrast, and Cause and Effect) on a five-point Likert scale, from 1 = not at all useful to 5 = very useful. If 

a teacher reported an average of 3 or above on this scale across each routine, he/she received a score of 1. Overall, nine 

out of thirteen teachers (69%) received a score of 1 on this indicator. (In the Descriptive Findings section below, we 

provide more information about the reported level of usefulness of each EU core routine.)  

Data for the fourth indicator, “student understanding,” and fifth indicator, "student use of collaboration," are from the 

student survey administered at the same time as the Unit 3 assessment. For "student understanding," students reported 

how satisfied they were that the unit organizer, routines, graphics, and CORGI technology helped them: 

a. understand how to think about the important topics in the units,  

b. focus your attention on what was important to learn in the units, and 

c. study for tests. 

For “student use of collaboration," students reported how satisfied they were that CORGI technology helped: 

d. you to work with your classmates on completing unit organizer or routine, and 

e. everyone in the class participates while working on completing a unit organizer or routine. 

Students responded to each question on a four-point Likert scale of 1 = not satisfied, 2 = just OK, 3 = satisfied and 4 = 

very satisfied. Overall, eight out of thirteen teachers (61.5%) received a score of 1 on each of these indicators.   

At the component level, if the fidelity total score for a teacher was four or above, the teacher implemented EU with 

fidelity. Overall, five out of thirteen teachers (38.4%) received four or more points. Therefore, fidelity was not met for 

Key Component 2. As shown in Appendix H, neither Biology nor US History teachers met fidelity separately, as three 

out of seven (43%) Biology teachers and two out of six (33%) US History teachers received four or more points.  

DESCRIPTIVE FINDINGS RELATED TO EU IMPLEMENTATION 

In this section, we provide descriptive statistics on teacher-reported implementation and usefulness of the SIM 

instructional practices in their EU classes.   

Frequency of Use of SIM Instructional Practices   

On each instructional practice survey, teachers were asked how often they used the SIM instructional practices in their 

EU classes when teaching the most recently completed unit. Responding on a five-point Likert scale of "always" to 

"never" teachers reported about the following practices. 

1. SIM Course Organizer Routine 

2. SIM Unit Organizer Routine 

3. SIM Compare Contrast Routine 

4. SIM Question Exploration Routine 

5. SIM Cause and Effect Routine 

6. SIM LINCS Vocabulary Strategy 

7. SIM Paraphrasing Strategy 

8. SIM Self-Questioning Strategy 



9. SIM Summarization Strategy 

10. SIM Concept Mastery 

11. Use of SIM "Cue-Do-Review" 

 

Figures 1 and 2 show the distribution of teachers’ responses to the question on the Units 2 and 3 surveys.5,6  

 

 

 

 

 

5 Because Unit 1 was a “practice unit” in implementing EU for the teachers, we are only analyzing the survey responses for Units 2 

and 3 in this report. 

6 The bars have been ordered by the most to least frequently used practices based on the percentage of teachers responding "always" 

or "often".  



 

 

Based on responses to both surveys, the five most frequently used routines were the Unit Organizer, Cue-Do-Review, 

Question Exploration, Cause and Effect, and Compare and Contrast routines. This result is expected given that these 

routines were the ones that the teachers were explicitly instructed to use during the PD (except for Cue-Do-Review). 

Furthermore, the teacher interviews corroborated this pattern. During the interviews, when teachers answered what 

learning routines they used most often in their EU classes, the four most frequently mentioned routines were the core 

routines: Compare and Contrast, Unit Organizer, Cause and Effect, and Question Exploration. Teachers often used the 

Unit Organizer to introduce the lesson or class content; some also used it to review material from the previous class. 

Many teachers reported that they liked using Compare and Contrast because they felt that it was the easiest routine for 

students to understand and also because of its interactive nature.  

Additionally, Figures 1 and 2 show that between the Unit 2 and Unit 3 surveys, the proportion of teachers answering 

“Never” and “Seldom” to how frequently they used the Unit Organizer, Cue-Do-Review, Question Exploration, Cause 

and Effect, and Compare and Contrast routines decreased, while the proportion of teachers answering “Often” and 

“Sometimes” increased. This may suggest that the instructional coaching that teachers received in using those routines 

was effective or that the teacher became more comfortable with those routines, insofar that teachers began to implement 

the routines more regularly in their instruction. 

Usefulness of EU Core Routines  

On each instructional practice survey, we asked teachers how useful they found the core SIM instructional practices 

when teaching the most recently completed unit in their EU class. Responding on a five-point Likert scale of "very 

useful" to "not at all useful," we asked teachers to respond about the usefulness of the following routines. 



1. SIM Unit Organizer Routine  

2. SIM Compare and Contrast Routine 

3. SIM Question Exploration Routine  

4. SIM Cause and Effect Routine 

Figures 3 and 4 show how teachers responded regarding the usefulness of each routine in their EU class for Unit 2 and 

Unit 3, respectively.7 

 

 

 

7 The bars have been ordered by the most to least useful routine based on the percentage of teachers responding "very 

useful" or "more than moderately useful. 



 

 

The two graphs show that teachers’ perceptions of the routines’ usefulness varied between Units 2 and 3. To better 

understand how teachers felt about the routines’ utility, we asked teachers the following questions during the 

interviews. 

• What learning routines do you find most helpful for struggling learners in particular? Why do you think these 

are helpful for them? 

• Which EU learning routines did you find to be the most useful? (E.g., Unit Organizer, Compare and Contrast, 

Cause and Effect, and Question Exploration) Please describe. 

• Which EU learning routines did you find to be the least useful? (E.g., Unit Organizer, Compare and Contrast, 

Cause and Effect, and Question Exploration) Please describe. 

While there were some patterns in how teachers responded to the questions about which routines were useful or not, 

teachers’ perspectives on each of the routines were not monolithic. Some teachers viewed some routines favorably, 

while others were less favorable towards the same routine.  

For struggling learners, Unit Organizer, Compare and Contrast, Cause and Effect, and Question Exploration were all 

cited at least once across all interviewees as being helpful. However, the Cause and Effect and Compare and Contrast 

routines were most frequently cited. Teachers cited Cause and Effect because of its straightforward delivery. For 

instance, one teacher stated that the Cause and Effect routine was “the most linear. This is what we’re doing, this caused 

it, this is what happened, use that to answer the question.” 

Additionally, eight out of twelve teachers interviewed cited the Compare and Contrast routine for a variety of reasons, 

such as how it encouraged students to break questions down into smaller questions, its focus on building vocabulary, 



and because students were familiar with and enjoyed the practice of identifying similarities and differences. One 

biology teacher noted that Compare and Contrast seemed: 

“…helpful for [English Learners] to see what is it exactly we are comparing because it 

takes it a step further…what are these categories specifically that we're comparing? It 

kind of lumps them together in a way that they think of more generalized terms rather 

than more specific terms so they can get caught up on the specifics of whether 

something is made of carbon or whether something is not made of carbon, for 

example…I feel like the compare/contrast, they're probably used to seeing a Venn 

diagram, but in this way also able to see next step, higher order thinking about ‘Hey, 

those are categories’.”  

 

Similarly, all interviewees cited all four EU routines at least once as being most useful overall—with Compare and 

Contrast cited most frequently (8 out of 12 teachers interviewed). Several teachers mentioned that they felt this routine 

was easiest for students to understand, and they also liked that the routine could be used with graphic aids such as 

Venn diagrams and compare-contrast charts. 

In response to the question asking which routines they felt were least useful overall, teachers cited all routines except for 

Compare and Contrast. They most frequently cited Question Exploration as least useful (6 out of 12 teachers 

interviewed). Several teachers felt that this routine lacked sufficient scaffolding to function as a device for higher-order 

thinking, and described having to closely guide students through it. Consequently, they felt that this inhibited students 

from co-constructing. For instance, as one teacher described,  

“I couldn’t cut them loose and say, ‘Let's work on this and sync up after.’ They just sat 

there and looked at me, and this was my advanced class. So when the routine was 

finally filled out, it was so wordy and so full of information, that I think the visual aspect 

was off. I think the effectiveness decreased as there was way too much information.” 

STUDENT-LEVEL IMPACT RESULTS  

We analyzed impacts of EU on (1) biology, (2) U.S. History, and (3) biology and U.S. History combined. As described 

previously, we assessed outcomes using developer-produced measures with adequate internal consistency reliability. 

There were two unit tests for biology and two unit tests for U.S. History used in the impact analysis. Students were 

scored in terms of the percent correct metric on up to two unit tests. We analyzed outcomes as repeated measures (i.e., 

performance on up to two unit tests) nested within individuals.  

Benchmark Impact Results 

We estimated regression-adjusted average impacts of EU on biology, U.S. History, and general achievement (biology 

and U.S. History considered together). We applied hierarchical linear models and repeated measures analysis using 

both SAS and HLM software.  



Our approach was to analyze impact by sequentially adding effects until we arrived at the a-priori specified full-

covariate model. We summarize benchmark impact results in Table 12 below. (Full estimates corresponding to the 

impact models are reported in Appendix I.)     

We observe no impact for biology, with a covariate-adjusted standardized effect size of .01, (p = .892). We observe a 

positive impact for U.S. History, with a covariate-adjusted standardized effect size of .32, (p = .037). Combining the 

biology and U.S. History samples, we estimated an effect size of .14 (p = .067).  

    

    

    

    

    

 

 

Sensitivity Analyses 

We conducted a series of sensitivity analyses. The results are displayed in Table 13 through Table 15 below. We 

assessed impacts (1) with the sample limited to students with posttest scores from both unit tests, (2) like the 



benchmark, but with randomized blocks modeled as random instead of fixed effects, (3) like the benchmark, but with 

posttest scores z-transformed within unit, and (4) by using the average of posttest across units as the outcome for 

individuals.  

We observe that for U.S. History and Combined outcomes the results are robust in terms of their magnitudes; however, 

for U.S. History, the p values fluctuate around significance level .05.  

 

 

 

 

 

 

 



 

 

 

 

 



 

 

 

Moderator Analyses (Analyzed on the Combined Sample) 

Disability 

We assessed whether impact varies depending on a student’s disability status. In total, 499 students had information 

about disability status and could be included in the analysis. Among the 111 students designated as disabled by the 

district datasets, 41 students had an unspecified disability, 21 were designated as having a specific learning disability, 

13 had other health impairments, 3 had a speech or language impairment, 1 student was designated autistic, and 1 

student was designated as having an emotional disturbance. Thirty-one students were designated “504” (these are 

students who are recommended for assessment for a disability and qualify for certain accommodations, but who do not 

qualify for an Individualized Education Program.)  

We found a positive differential impact of EU on achievement depending on disability status. The added value to 

impact is 8.37 units in the percent correct metric (t=2.15, p=.040). Impacts for each subgroup were 1.472 for students 

without disabilities (t=0.87, p=.405) and 9.544 for students with disabilities (t=2.78, p=.017), both reported in terms of the 

percent correct metric. Disabled students in the control condition scored 47.43 scale score units at posttest, while non-

disabled students in the control condition scored 66.91 at posttest. With the differential impact reported above, we 

expect disabled students to achieve an average posttest score of 56.97, and non-disabled students to score 68.38, in the 

EU condition.  

Facility with Technology from Baseline Survey  

We assessed whether impact varies depending on a teachers’ incoming score on the 7-item TPAK-adapted survey. Each 

item asks teachers to indicate level of agreement on a five-point Likert scale with response options ranging from 

strongly disagree to strongly agree. Based on responses of the 13 teachers in the study, the standardized Cronbach 

Alpha was .90.  We found no differential impact of EU on achievement depending on level of baseline score on the 

TPAK-adapted survey. The added value to impact with a one-unit increase in TPAK-adapted score was 2.06 units in the 

percent correct metric (t=.713, p=.488). This result is based on a weakly-powered analysis given that we had only 13 

teachers (and therefore 13 scores on the TPAK-adapted) across which to differentiate impact.      

Additional Exploratory Analysis of Difference in Impact by Content Area 

Primary Results and Related Hypotheses 

Based on the initial findings, the program developers offered the following hypotheses of why a positive impact was 

observed in U.S. History but not biology, as well as theory to predict a difference in the impact within biology units. We 

report the conjectures and additional tests in this section. 



To explain the observed difference in impact between U.S. History and biology, the developers noted this hypothesis: 

More specifically, the developers stated the following. 

 

Results of Tests of Exploratory Hypotheses 

After reporting the results of the impact of EU on U.S. History and biology, and given the developers’ prediction 

concerning expected impacts within biology, we set out to substantiate their a-priori hypothesis. 

To estimate the difference between Ecology and Evolution in the impact, we first z-transformed scores within each of 

the units. We then specified a model with outcomes for both tests modeled at level 1, with an indicator of which unit 

the test outcome is for (Evolution or Ecology) at that level. We modeled outcomes within students, nested in clusters 

(section), with dummy variables for matched pairs (much like the benchmark impact model). However, we also set the 



Evolution-Ecology score gradient to vary randomly across units randomized (which allowed a more conservative test) 

and modeled a cross-level interaction between treatment status (EU or control) and biology unit (Evolution or Ecology). 

Results of our analysis, to an extent, were consistent with the program developer expectation based on their rationale 

that is described above. Specifically, we found that students on average experienced greater impact of EU on 

assessment of Evolution than on Ecology. The difference was .171 standardized effect size units (t=2.00) and was 

marginally statistically significant (p=.063) (i.e., we could have moderate confidence in there being a true differential 

effect.) The model used to assess this interaction included a random slope for the indicator of unit (coded 0 for Ecology 

and 1 for Evolution) following Jaciw, Lin and Ma (2016); however, we also tested a model with a fixed slope which 

yielded an estimate of .176 standardized effect size units (t=2.25) that was statistically significant (p=.025). 

This result is important because it confirms within biology the prediction of how EU works differentially based on 

content type that was motivated by the finding of positive impact in U.S. History and no impact in Biology (where 

Evolution and Ecology outcomes were considered together).  We must interpret these results as exploratory, given that 

the analyses were not identified before the study. (However, the hypothesis for results by biology content area was 

made in advance of seeing the results presented here.)           

Note that we also analyzed impacts separately by Ecology and Evolution units within biology using the benchmark 

impact model (but without repeated measures for individuals). The point estimate for the impact of EU on the 

Evolution unit was 1.68 scale score units (p=.499), based on 368 students with posttests for this outcome. The point 

estimate for the impact of EU on the Ecology unit was -2.05 scale score units (p=.333), based on 372 students with 

posttests for this outcome (Table 16). This means the impact is slightly positive for Evolution, and slightly negative for 

Ecology, and neither of these impacts is statistically significant; however, the difference in impact between them is 

marginally significant and favors Evolution.  

These results should be addressed in full when considering the findings of the primary distinction between U.S. History 

and biology, and when evaluating the theory for observing a difference in impact between Ecology and Evolution. 

While the difference between these subdomains is marginally statistically significant and in the predicted direction, 

impact in either subdomain is not significantly different from zero.  The theory should address not just why there is a 

difference in impact, but why impact is not significantly different from zero for either subdomain. 



    

    

    

 

For completeness we also analyzed impacts separately for the World War II and Cold War enhanced units in U.S. 

History, using the benchmark impact model (but without repeated measures for individuals). The point estimate for the 

impact of EU on the World War II unit was 7.33 scale score units (p=.038), based on 227 students with posttests for this 

outcome. The point estimate for the impact of EU on the Cold War unit was 5.63 scale score units (p=.087), based on 227 

students with posttests for this outcome (Table 17).  

    



    

    

 

Treatment-Control Contrast  

We examined whether there was a difference between EU and control classes in the use of the four SIM routines 

deemed central to implementation of EU.8 (The results here build on the descriptives reported earlier for the EU 

condition.)  Their use in the control conditions would indicate contamination and a reduced treatment-control contrast. 

We display the frequency of use in each condition for U.S. History, biology and both subjects combined in Figures 5 to 

10, below. We observe strong contrasts, except for the Unit Organizer which is used in the control group but at a lower 

frequency than in EU classes. The teachers who responded that they used the Unit Organizer at least "Sometimes" in 

their control classes were all from one district with prior SIM exposure. Additionally, on each of the instructional logs, 

teachers were asked if they "intentionally or unintentionally use any of the Enhanced Units tools or strategies in your 

most recent control classes? (Tools include CORGI and the unit organizer, and strategies include Cause/Effect, Concept 

Comparison, and Question Exploration)."  Teachers were further directed to "only answer 'Yes' if you had NOT learned 

about these tools/strategies prior to the Enhanced Units training. If you used these tools/strategies prior to your 

involvement with the Enhanced Units program, these are considered part of your 'Business As Usual' pedagogy, 

therefore you may answer 'No'."  All teachers responded "No" to this question on each of the instructional logs across 

the study units. Therefore, we have no evidence of contamination based on the definition above.    
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For the combined sample (i.e., comparing all treatment classes to all control classes across subject areas), the differences 

in the use of SIM instructional practices across conditions was statistically significant: Use of Unit Organizers (p = .017), 

Compare and Contrast (p = .009), Cause and Effect (p = .002), Question Exploration (p = .001).  

Connections between Fidelity of Implementation and Impact 

We investigated the relationship between FOI and impact. To do this we examined the correlation across randomized 

blocks between the EU-control difference in average student performance and block-level FOI (i.e., fidelity scores by 

component for the treatment class within each block). We discussed the rationale for this approach earlier under 

Approach to Analysis. Specifically, in these results, we look for a positive trend in the correlation between the two 

variables, recognizing that differences in the EU-control achievement outcomes are some combination of remaining 

class-level sampling variation and variation in impact of EU across randomized blocks. (The results are explained in 

greater detail in Appendix K.)   

Figure 11 through Figure 16 exhibit correlations between: (1) block-specific regression-adjusted estimates of the 

difference between EU and control classes in outcomes using the test metric (on the X-axis), and (2) average FOI 

measure (on Y-axis) for each of six FOI measures listed here. 

• FOI1: Number of minutes of EU coaching received over the study. [The threshold set by SRI/CAST for meeting 

fidelity was 8 hours (480 minutes)]. 

• FOI2: Weighted average of points earned for using each of the four SIM routines. (Minimum zero, maximum 

18.) 

• FOI3: Weighted average of points earned for combining each of the four SIM routines with CORGI and co-

construction (working collaboratively with students). (Minimum zero, maximum 12.) 

• FOI4: Teacher reported average of helpfulness of EU. (On a Likert scale, with minimum 1, maximum 5). 

• FOI5: Student reported average of how EU improves understanding of content. (On a Likert scale with 

minimum 1, maximum 5.)  

• FOI6: Student reported average of how CORGI helps students collaborate. (On Likert scale, with minimum 1, 

and maximum 5.) 

The correlations for the six measures of FOI and the block-specific estimate of impact are: .63 (p=.02), .18 (p=.54), .19 

(p=.52), .012 (p=.97), -.12 (p=.72) and -.19 (p=.55).  Results from U.S. History classes are in yellow, and biology are in 

purple. (One teacher chose to not participate in EU following the practice unit. We included implementation results 

where available for the two randomized blocks for that teacher. For FOI2 and FOI3 fidelity scores take value 0; for FOI4 

– FOI6 there are no fidelity scores for this teacher.) 

 



 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 



 

 

 



 

 

 

Impact on Mediators (for the Combined Sample and by U.S. History and Biology) 

Table 18 below reports the sample mean and median (across blocks) in the difference between EU and control in 

frequency of use of each of the 17 mediating practices identified by SRI. Figure 17 and Figure 18 display the same 

information in graphical form. (Given the small samples involved, any inferential test will be underpowered. We 

observe very little difference between EU and control in their practices, with values very close to zero compared to 

maximum possible differences ranging between -4 and +4.) 

 



 

 

 

 

 

 

 

 

 



 

 





Discussion 
We found a positive impact of Enhanced Units (EU) on student achievement in U.S. History, but not on biology or on 

outcomes combined across the two domains. The impact on U.S. History was .32 standardized effect size units.  

We also examined whether the impact of the program on the combined sample (U.S. History and biology) varied 

depending on characteristics of teachers and students. We found no difference in the impact depending on a teacher’s 

facility with technology reported at baseline. We did, however, find a positive differential effect favoring students with 

disabilities. This is an encouraging result given that a primary goal of the grant was to support students with disabilities 

or other learning challenges.   

Were conditions to support seeing an impact present? We found that certain conditions supporting impact were 

satisfied: the treatment-control contrast was strong (there was limited spillover in the use of EU by teachers in their 

control classes), and there was a moderate positive correlation between minutes of EU coaching and block-specific 

impacts for the combined sample. However, other results made it harder to explain the mechanism behind the observed 

impact. Implementation did not reach threshold levels of fidelity, system-wide as developers expected. There was little 

correlation between other measures of fidelity at the block level (e.g. levels of reported helpfulness) and block-specific 

impact (although this analysis had limited power). Furthermore, though the study was too underpowered to conduct a 

formal mediation analysis, we saw little difference between EU and control in teacher practices identified as potential 

mediators of impact on achievement (Table 18).   

A further question is why we observed a positive impact for U.S. History but not Biology. A theory developed by the 

program developers is that EU works especially well with content that progresses in a sequential and linear way. We 

were able to test this hypothesis by examining whether, within biology, we would see a greater impact for the unit on 

evolution than for the unit on ecology, as the content and routines in the former were structured in a more-sequenced 

way. Impact in ecology was greater by .171 standard deviation units (t=2.00, p=.063), confirming the hypothesis with 

moderate confidence.  

Given the differences in impact observed both between subject areas and across units within a subject area, and no clear 

impacts on posited mediators, there is reason to continue to explore the contexts and conditions for the observed effects. 

There is also need to further understand how implementation, as defined in this work, relates to impact or lack thereof. 

This additional work is recommended through a follow-on project.        

Where can program improvement efforts be focused? If EU works better with logically sequenced material, as the 

results seem to suggest, then the obvious place to focus improvement is with unstructured material. That is, we should 

seek program development to support impact for material with wide-ranging structures, and possibly an introductory 

element that systematically links the content to previously learned content.  

Another area where teacher comments in interviews suggest improvement efforts is the usage of the routines in 

conjunction with CORGI. When asked about the extent to which they did or did not find CORGI to be useful, 9 out of 

12 teachers’ answers contained statements suggesting that they felt CORGI hindered the usefulness of the routines. In 

terms of CORGI’s logistics, teachers cited the visual interface, usability, and difficulties navigating the Google Drive 

environment to save, share, and access files as obstacles. These are operational issues that are likely best addressed by 

the user design team. But in terms of CORGI's acute effects on students’ experiences, reasons cited for not being useful 



included its inability to accommodate or engage students of all abilities, students who struggled with typing, and 

students who preferred doing the routines on paper.  

Moreover, it is useful to consider how teachers responded to being asked if they would recommend EU to other 

teachers. The one teacher who answered “no,” cited inadequate planning time and lack of student buy-in. Eleven out of 

twelve teachers interviewed said “yes,” but all of them with various conditions or suggestions. These included: (1) 

teachers receiving adequate training in the routines, (2) classes having access to user-friendly computer devices, (3) 

teachers having more discretion over pairing routines with topics taught, (4) routines being done on paper instead of 

CORGI, and (5) EU being used for Advanced Placement, honors, or upper-level classes.  

Future improvements to EU should focus on answering the question: “What is/are the best way(s) for teachers to 

present SIM routines to their students, particularly for students with learning challenges through SIM intervention?” 

While the first and second points listed above (training and devices) can be addressed through adequate program 

implementation, the remaining three points invite further exploration by the program developer. Assuming that 

teachers have greater discretion over pairing routines with topics taught, program development should investigate how 

the routines can be applied to a greater range of topics. In regards to the routines being done on paper instead of 

CORGI, program development should consider how introducing devices to the routines potentially presents steeper 

learning curves and difficulty with buy-in for teachers and students alike. Perhaps, it would be wise to consider a 

teacher’s assertion, “I almost feel like sometimes we try to use too much technology when simple is sometimes better.” 

Finally, with respect to the suggestion that EU be used in upper-level classes, program development should consider 

how this should be balanced with the priority of the grant: improving academic outcomes for students with learning 

disabilities through SIM interventions.  
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Appendix A. Examples of the Content Enhancement Routines and Definitions Used in Report 

 

 



 



 



 



 



The program development team recognizes that over the years, the terms “strategy” and “routine” have acquired 

various definitions.  Based on original research and development at the University of Kansas Center for Research on 

learning, however, these terms were used in specific ways that characterized the settings, instructors, target students, 

goals, type of instruction, and instructional supports for each. For the purpose of clarity in this reporting, the following 

definitions, characterizations, and distinctions are made. 

Content Enhancement Routines, referred to in this report as routines, were designed for use in general education 

classrooms taught by expert content teachers whose classes contained a wide range of student achievement and 

abilities. The routines help teachers think about student learning needs and styles, select important information and 

ways of thinking in a course, develop instructional supports, and plan for collaborative discussion with all students. 

Groups of routines have been developed to help teachers plan and organize instruction, explain details from texts, 

understand critical concepts, and engage students in higher order thinking and reasoning. The latter were the focus of 

this study. The goal was to promote mastery of critical learning across different subjects and content areas based on 

standards. The routines in this study focused on higher order reasoning associated with exploring and understanding 

critical concepts or main ideas, causes and effects, comparisons, or argumentation with consideration given to decision-

making, problem solving and other routines. All routines include explicit instructional prompts such as advance and 

post organizers, interactive graphic organizer development, thinking steps within the organizer that guide reasoning, 

and collaborative discussion in partnership among all students.  

Learning Strategies, referred to in this report as strategies or LSs, were designed to help students become independent 

learners by learning and using basic learning skills needed to complete a variety of academic tasks. LSs were taught by 

trained teachers in special classes with smaller numbers of students. A learning strategy has been defined as an 

individual’s approach to a task. For example, if students have difficulty recognizing multi-syllabic words in a science 

text, a teacher could teach the student a strategy for quickly breaking the unknown word into word parts (i.e., prefix, 

suffix, stem) and then blending and pronouncing the whole word. Other LSs help students identify words from text, 

write sentences, paraphrase what was read and self-question text.  LS instruction involves teaching strategy steps to 

mastery using a mnemonic device that helps students recall the steps, verbal explanations by teachers about the steps of 

a strategy, modeling of its use, feedback on student performance, controlled practice, and generalization.  



Appendix B. Detailed Description of DBIR Process and Decisions 
SRI followed the DBIR principles for two years using the following approach:  

1. Engage 

2. Listen 

3. Revise 

4. Repeat  

DBIR PROCESS FOR POLICY AND CONTEXTUAL ANALYSIS 

The two districts that participating in the DBIR process differed on almost everything influencing early design 

decisions.  Because of these challenges, SRI adjusted the original schedule to design the innovation from one to two 

year, and proposed a pilot study and a field study instead of a two-year field study. Below is a summary of the 

intended original design, the challenges from the differences between the two school districts, data sources used to 

understand the challenges, and final solutions. These are separated into tables focused on: standards and curriculum 

alignment, technology policy, and district and school leadership.   



 

 

  

 

 

 

 

 

 

 



 

 

  

 

SRI stated that the original plans were quite ambitious, but because of their experiences during the DBIR process: 

• The final plans are more tempered (and doable) 

• Solving the challenges created a collaborative culture among partners to focus on problem solving and 

compromise 

• Resulting in a more realistic fit with many school models rather than just a few, and thus, likely to be more 

generalizable across schools 

• Evaluating the curriculum and technology applications will be the final test – Spring 2018 

  



DBIR PROCESS FOR CREATING THE EU AND ASSESSMENTS 

 Over the two years of designing the curricular units and CORGI, the following activities were completed to engage 

teachers, administrators, students and researchers, 

• Fifteen full-day or half-day researcher-practitioner design meetings in which teachers on the design team 

shared input and feedback on the integrated units, the collaboration strategy and the technology design. 

• Five student focus groups with middle school and high school students across both districts to collect 

information on their perception of SIM CERs (routines), and their current use and perception of technology in 

the classroom.  

• Seventeen student technology pilot focus groups in which 120 middle and high school students of diverse 

learning backgrounds piloted early iterations of technology and shared their feedback 

• Fourteen teacher interviews in which design teachers shared their thoughts on the most effective strategies for 

training new teachers on the intervention 

• Three interviews with district administrators to understand district technology policy to develop a technology 

application to support the curricular units. 

• 54 class periods in which U.S. History and Biology teachers piloted the integrated units at multiple stages of 

development and shared their feedback through a Google survey. 

   

After completing the pilot study, the following changes were made for the field study: 

Question 1: Should we limit the number of unit topics (e.g., WWII, Cells)? 

Decision 1: The field test will include one practice unit and two study units; coaching will continue during the practice 

unit but will be a reduced number of hours during the study units.  Teachers reported that the level of effort to 

implement four units was too much to do.  This resulted in the decision to use three units.  Selection of which unit to 

drop was determined by analyzing responses to the student end of unit tests, and the team dropped the Cell and 

Roaring 20s Units. 

Question 2: Should we change the EU or change the number of devices per EU? 

Decision 2: The team dropped scientific argumentation. 

Question 3: Should we use SCORE? 

Decision 3: SCORE was dropped from the field test. 

Question 4: Should small schools be included in the field test? 

Decision 4: Preference of schools with a minimum of four teacher participants (any combination of U.S. 

History/biology) to be included in the study for the effort to be cost-effective.  Supporting additional SIM coordinators 

to cover smaller schools would have been cost-prohibitive. 

Question 5: Should we include teachers who are new to teaching and/or new to SIM in the field test? 

Decision 5: Yes. Not including teachers on improvement plans may be a good idea. 

  



  

Appendix C. Considerations for Statistical Power 

How Large a Sample Do We Need? 

We conducted a power analysis to determine how small an impact we could detect given the available sample of classes 

and students. This is an important part of experimental design, and here we walk through the factors considered. 

How Small an Impact Do We Need? 

The size of the sample required for a study depends on how small an effect we need to detect. Experiments require a 

larger sample to detect a smaller impact. It is important to know the smallest potential impact that would be considered 

educationally useful in the study’s particular setting. As a hypothetical example, using percentile ranks as the measure 

of impact, we may predict that a program of this type can often move an average student 15 percentile points. As a 

practical matter for educators, however, an improvement as small as 10 percentile points may have value. The 

researcher may then set the smallest effect of interest to be 10 points or better. Thus, if the program makes less than a 

10-point difference, the practical value will be no different from zero. It is necessary to decide in advance on this value 

as part of the power analysis because it determines the sample size. Conversely, if we had a fixed number of cases to 

work with, we would want to know how small an effect we could detect—the so-called “minimum detectable effect 

size” (MDES). Whatever the MDES for a study, it remains possible that effects exist that are smaller than the MDES but 

that we are unlikely to detect with the sample size available.  

How Much Variation is there between Classes? 

When we randomize at the class level but the outcome of interest is a test score of students associated with those 

classes, we pay special attention to the differences among classes in student average scores. The greater the variation in 

the class averages of student scores, the more classes we need in the experiment to detect the impact of the program. 

This is because the extra variation among classes adds noise to our measurement which makes the effect of the 

program, the signal, harder to detect. A summary statistic that is important for the statistical power calculation is the 

intraclass correlation coefficient (ICC). In technical terms, it is the ratio of the variation in the class averages of students’ 

scores to the total variation in students’ scores. A larger ICC means between-class differences in student posttest scores 

contribute more noise to our program effect estimate. A larger sample of classes is then needed to dampen the noise to 

acceptable levels. We assume a value of the ICC before the beginning of the study, when conducting the power analysis. 

(The ICC, like other parameters in the power calculation, reflects our best estimate of what the value is, largely based on 

compilations of results from other studies. It is not possible to get estimates of these parameters using data from the 

study at hand until after the study is over.) Certain design strategies are also applied to increase statistical power 

essentially by accounting for between-class differences that contribute to the ICC. For example, randomizing similar 

classes within matched pairs removes between-pair differences that contribute noise to the estimate of program impact.   

How Much Value Do We Gain From a Pretest and other Covariates? 

In order to estimate effects of interest with additional precision, we make use of other variables likely to be associated 

with performance. These are called covariates because they co-vary with performance on the outcome measure. By 

including covariates in the analysis, we increase the precision of our effect estimates by accounting for some of the 

variation in the outcome; that is, by effectively dampening some of the noise so that the signal—the effect of EU—



becomes easier to detect.  In technical terms, a covariate-adjusted analysis is called an Analysis of Covariance. In our 

experiments, a student’s score on a pretest is almost always the covariate most closely associated with the outcome. 

Where possible, we adjust for the effect of the pretest. The proportion of variance in the outcome accounted for through 

modeling covariates is called the “Coefficient of Determination” or R-squared value. In this study we included several 

covariates, but not the pretest for reasons described in the main body of this report. 

How Much Confidence Do We Want to Have in our Results? 

We want to be certain that we do not incorrectly conclude (1) that there is no impact when there is one (we want to 

avoid drawing false negative conclusions), and (2) that there is impact when there is not one (we want to avoid drawing 

false positive conclusions). Conventionally, researchers have given priority to avoiding false positive conclusions, 

requiring differences large enough that they would be seen 5% of the time in the absence of an effect before concluding 

that there is an effect, while at the same time, allowing a conclusion of no effect when in fact there is an effect 20% of the 

time. For the power analysis, we adhere to these criteria. However, our conclusions reached about the presence of an 

effect are expressed in terms of levels of confidence rather than as a yes-or-no declaration. As we described earlier in the 

report, we interpret results in terms of whether they give a lot, some, limited, or no confidence that there is a true 

impact. 

Sample Size Calculation for This Experiment 

In this study we had a fixed number of cases to work with. At the outset of the study we projected how small an effect 

we could detect, the MDES. We assumed 80% power, tolerance for Type-1 error of 5%, 30 classes total, and assuming 

the pooled analysis for biology and U.S. History combined, an intraclass correlation coefficient (ICC) of 15% (larger 

than observed from data in the pilot year, but reasonably conservative given that larger ICCs of near .20 are common 

in educational research) and that use teacher blocks and modeling pretest and other covariates (including students’ 

state test scores from 8th grade and, possibly, scores on the practice unit administered post-randomization) will 

account for 80% of between-classroom variation, and 40% of within-class variation in outcomes. Under these 

assumptions the MDES for a 2-level impact analysis is approximately .22 standardized effect size units.       

  



Appendix D. Psychometrics of the Outcome  
The tables in this appendix show percent correct, point-biserial correlations, and response rates for individual items on 

the four unit tests (two unit tests in biology and two unit tests in U.S. History). The figures below each table show the 

distribution of item difficulty (percent correct) values for each unit test.  

  

 

 

 



 

 

 

 

 



 

 

 

 



 

 

 



Appendix E. Baseline Equivalence  

 

 



Appendix F. Details of the Approach to Estimating Impacts  

Program Impact 

The primary question for the experiment was whether, following the intervention, students in EU classrooms had 

higher scores on the end-of-unit tests than students in control classrooms. To answer this question, we analyzed 

outcomes for the randomized groups. The randomization resulted in two groups that at the outset are statistically 

equivalent. One receives EU and the other one does not. As a result, the average difference between the randomized 

groups on the posttest is an accurate measure of the program effect plus random error.  

We put our data for students, teachers, and classes into a system of statistical equations that allow us to obtain estimates 

of the effects of interest. The primary relationship of interest is the causal effect of EU on achievement as measured by 

the end-of-unit tests. We use SAS PROC MIXED and PROC GLIMMIX (SAS Institute Inc., 2006) and HLM as the 

primary software tools for these computations. The output of the analysis process consists of estimates of effects, as well 

as p values that tell us how much confidence we should have that the estimates are different from zero. 

We can increase the precision of our effect estimates by accounting for the effects of covariates in the analysis. 

Therefore, our statistical equations included a series of covariates. We also had to account for the fact that students are 

clustered by class. We expect outcomes for students who are grouped together to be dependent as a result of shared 

experiences. We had to add this dependency to our equation in order to prevent artificially high confidence levels about 

the results. To do this, we modeled a class-level random effect as we describe further in the section below Fixed and 

Random Effects.  

Handling Missing Data 

To control for potential bias in the effect estimate arising from the covariates having missing values, we used a dummy 

variable method. With this approach, for each of the covariates that is included in the model, a dummy variable was 

created. This variable was assigned a value of one if the value of the variable was missing for a given student, and zero, 

otherwise. The missing values from the original variable were replaced with zero. The dummy method yields effect 

estimates with less bias than the tolerance threshold set by the What Works Clearinghouse with levels of attrition such 

as those observed here (this finding is obtained through a simulation study described in Puma et al., 2009). Specifically, 

the method fares no worse and, in some cases, performs better when compared to other standard approaches, including 

case deletion and non-stochastic and several stochastic regression imputation methods.  

When student achievement outcomes (posttests) were missing, we used listwise deletion and simply dropped the 

observation from the analysis. This approach to handling missing data is one of several recommended by Puma et al. 

(2009). In their simulation work, they found that this method produced impact estimates with bias that was smaller 

than 0.05 standard deviations of the outcome measure (they considered bias in both the estimated impact and its 

associated standard error). 

Potential Mediators 

The objective of a mediation analysis is to examine whether an impact of the program on student achievement happens 

through prior impact on an intermediate outcome such as the use of one or more instructional practices. If an impact is 

demonstrated on the intermediate variable, and we can also establish an association between the intermediate variable 

and student achievement independent of the effect of the program, then the intermediate variable may be a mediator of 



the impact on achievement. Because we are not randomly assigning cases to levels of the mediator variable, we leave 

open the possibility that the mediating variables we are examining are proxies for other variables that are the true 

mediators of the process, but that we have not observed. That is, we cannot be sure of the causal status of the mediator.  

We assess mediation whether or not there is an overall impact on student achievement because the mediating path that 

we are investigating may be one of several, and their effects may cancel when combined, leading to zero overall effect. 

However, impact on a mediator is necessary (though not sufficient) for that variable to play a mediating role in the 

impact of Enhanced Units on student achievement. As a result of sample size limitations, in this study we simply 

visually examined differences between Enhanced Units and Control classes in posited mediators of impact on 

achievement. We did not conduct formal mediation analyses. 

Fixed and Random Effects 

The covariates in our equations measure either (1) fixed characteristics that take on a finite set of values (e.g., there are 

only two levels of gender) or (2) a set of characteristics that is assumed to have a distribution over a population and 

where we treat the values that we measure as though they were a random sample from that larger population. The 

former is called fixed effects; the latter, random effects. Random effects add uncertainty to our estimates because they 

account for sampling variation, or the changes we would observe in the outcomes if we re-sampled units from the same 

population. Fixed effects produce less uncertainty but also limit the extent to which we can generalize our results.  

We usually treat the effects of units that were randomized as random effects, so that in the statistical equations, our 

estimates reflect the degree of uncertainty that comes if we were to draw a different sample of such units from the same 

population. This allows us to argue for the generalizability of our findings from a sampling perspective. Treating the 

effects of units that were randomized as fixed forces us to use other arguments if our goal is to generalize.  

Using random or fixed effects for participating units serves a second function: it allows us to more accurately represent 

the dependencies among cases that are clustered together, especially for the clusters randomly assigned to conditions. 

All the cases that belong to a cluster share an increment in the outcome—either positive or negative—that expresses the 

dependencies among them. An appropriate measure of uncertainty in our estimate of the program’s effectiveness takes 

into consideration the relative levels of variation within and between the clusters randomized. All of our statistical 

equations include an occasion-level error term (Unit 2 or Unit 3), a student-level error term and a randomization-level 

error term. The variation in these terms reflect the differences we see: (1) between occasions within students, (2) among 

students within clusters, and (3) across randomized clusters, that are not accounted for by all the other effects in our 

statistical equation. 

The choice of terms for each statistical equation is not rigid but depends on the context and the importance of the factors 

for the question being addressed. The tables reporting the estimates resulting from the computation will provide an 

explanation of these choices in table notes where necessary for technical review.  

Impact Model Equations 

Level 1 (occasion): 

 

 

 



Level 2 (student): 

       

 

 

Level 3 (class): 

 

 

 

 is outcome t for student i in class k.  is a dummy variable indicating if outcome is for Unit 2 

(  or Unit 3 (   are student-level covariates.  is a dummy variable 

for block membership, taking value 1 if class k is in block s and 0 otherwise.   indicates class 

randomization status (0 for control, 1 for treatment).  is used only in the combined analysis of 

biology and history and is a dummy variable indicating that the result is from a biology class.  ,  and 

 are random departures in outcomes from the average at each level of analysis after conditioning on fixed 

effects in the model.   

 

 

 



Appendix G. Reporting the Results 
When we run the computations on the data, we produce several results: among them are effect sizes, the estimates for 

fixed effects, and p values.  

Effect Sizes 

We translate the difference between program and control groups into a standardized effect size by dividing the average 

group difference by a measure of the variability in the outcome. This measure of variability is also called the standard 

deviation and can be thought of as the average distance of all the individual scores from the average score (more 

precisely, it is the square root of the average of squared distances). Dividing the difference by the standard deviation 

gives us a measure of the impact in units of standard deviation, rather than units of the scale used by the particular test. 

This standardized effect size allows us to compare the results we find with results from other studies that use different 

measurement scales. In studies involving student achievement, effect sizes as small as 0.1 (one tenth of a standard 

deviation) are sometimes found to be important in education. We also report the effect size where we divide the 

average difference, adjusted for the effects of pretest score and other covariates, by the standard deviation. This is called 

the ‘adjusted effect size’. This adjustment will often provide a more precise estimate of the impact. 

Estimates 

We provide estimates to approximate the actual effect size. Any experiment is limited to the small sample of students, 

teachers, and schools that represent a larger population in a real world (or hypothetical) setting. Essentially, we are 

estimating the population value. When we report an estimate in a table, the value refers to the change in outcome for a 

one-unit increase in the associated variable. For example, since we code participation in the control group as 0, and 

participation in the program group as 1, the estimate represents the average difference in outcome that we expect to 

occur between the program and control group, while holding all other variables constant. 

p values 

The p value is very important, because it indicates how confident we can be that the result we are seeing is not due 

simply to chance. Specifically, it tells us what the probability is that we would obtain a result with a magnitude as large 

as—or larger than—the magnitude of the one observed when in fact there is no effect. Roughly speaking, it tells us the 

risk of concluding that the program has had an effect when in fact it hasn’t. This mistake is also known as a false-

positive conclusion. Thus, a p value of .1 gives us a 10% probability of drawing a false-positive conclusion if in fact there 

is no impact of the program. This is not to be confused with a common misconception that p values tell us the 

probability of our result being true.  

We can also think of the p value as the level of confidence we have that the outcome we observe is not simply due to 

chance. While ultimately depending on the risk tolerance of the user of the research, we suggest the following 

guidelines for interpreting p values. 

1. We have a high level of confidence when p ≤.05. (This is the level of confidence conventionally referred to as 

statistical significance.) 

2. We have moderate confidence when .05 < p ≤.15. 

3. We have limited confidence when .15 < p ≤.20. 



4. We have no confidence when p > .20. 

In reporting results with p values higher than conventional statistical significance, our goal is to inform the local 

decision makers with useful information and provide other researchers with data points that can be synthesized into 

more general evidence.



Appendix H. Fidelity of Implementation, by Subject 



 



 



Appendix I. Full Estimates of Benchmark Impact Models  
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Appendix J. Contrast of Additional SIM Instructional Practices 
The following figures present treatment-control contrast of additional SIM instructional practices that are not focused 

on in EU. 

 

 

 

 



 

 

 

 



 

 

 

 



Appendix K. The Connection between the Level of FOI and Impact 
Table K1 shows the results of progressively adding more covariates into our impact model to account for class-level 

random sampling variation.  

To interpret variation at the classroom level, it is helpful to express it as a proportion of the full sampling variation in 

the outcome at the individual level; that is, before any adjustment. This ratio of class-level to total variance in the 

outcome is the intraclass correlation coefficient (ICC). The square root of this quantity allows us to interpret remaining 

variation at the classroom level in the metric of the standardized effect size; that is, in standard deviation units of the 

outcome variable.  

We observe that the classroom level variance is gradually reduced as we build up the model; from no covariates 

(Variance=139.79, ICC=.251, sqrt(ICC)=.500) to a fully-parameterized model (Variance=2.63, ICC=.005, sqrt(ICC)=.069). 

The estimate of this variance component is not statistically significant for all models that include block indicators. After 

adjusting for effects of covariates, the sqrt(ICC) is roughly .07 standard deviation units. This is small by conventional 

standards. We can compare this to average impacts of EU on the combined, U.S. History and biology outcomes, which 

were .14, .32, and .01 standardized effect size units.  

For exploration, we examined the correlation between block-specific regression-adjusted estimates of the difference 

between EU and control, and each of several fidelity scores. Positive correlations would indicate a relationship between 

fidelity and impact; while lack of a relationship could indicate either no relationship, or an underpowered test of the 

relationship. We are interested in whether there are any patterns in the positive direction.  



 

 

 

 

 


