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Chapter 1. Introduction

BACKGROUND

In a 2010 report offering strategies for improving K-12 STEM education, the President’s Council of Advisors on Science
and Technology (PCAST) asserted the paramount importance of STEM education in the advancement of the United States
in many critical areas, including but not limited to health, energy, environment, and national security. More specifically,
PCAST highlighted STEM education’s diverse role in society, ranging from creating individuals who will earn livable
wages and make informed choices as citizens, to producing a workforce flexible and capable enough to compete in the
new industries of the 21st century, to promoting a society that can continue to make new discoveries about ourselves and

the universe.

But the report also offered a stark depiction of the current reality of STEM education.

“Schools often lack teachers who know how to teach science and mathematics effectively, and
who know and love their subject well enough to inspire their students. Teachers lack adequate
support, including appropriate professional development as well as interesting and intriguing
curricula. School systems lack tools for assessing progress and rewarding success. The Nation
lacks clear, shared standards for science and math that would help all actors in the system set
and achieve goals. As a result, too many American students conclude early in their education
that STEM subjects are boring, too difficult, or unwelcoming, leaving them ill-prepared to
meet the challenges that will face their generation, their country, and the world” (PCAST,
2010).

These anecdotal shortcomings culminated in, and are corroborated by, reports of students’ science achievement on
various assessments. The results from the 2015 National Assessment of Educational Progress (NAEP)—the largest
nationally representative assessment of America’s students in a number of subjects, including science —revealed that only
38% of fourth graders, 34% of eighth graders, and 22% of twelfth graders achieved a level of proficient or higher. We
should, however, acknowledge that there have been relatively small successes, such as an improvement (by 4 points)
since 2009 in grades 4 and 8 (no significant difference in grade 12), and a trend toward narrowing the achievement gap,
with Black and Hispanic students making greater gains than White students (NAEP, 2019). International assessments,
such as the Trends in International Mathematics and Science Study (TIMSS), show that the average scores of America’s
students have remained flat since 1995, and the United States slipped in rank, from third in 1995 to fifth in 2015, among
the 17 education systems that participated in the 1995 and 2015 grade 4 TIMSS assessments (National Science Board,
2018).

It was against this backdrop that emerged the re-envisioning of K-12 science education. The vision of what students
should know and be able to do in science was first laid out in the National Research Council’s “Framework for K-12
Science Education: Practices, Crosscutting Concepts, and Core Ideas” in 2012 (NRC, 2012). Authors of the Framework
pointed out that the impetus for the project grew not just from the recognition that there is much room for improvement
in science education, but also the desire to take advantage of an opportunity that presented itself at the time: a large
number of states were in the process of adopting the Common Core State Standards (CCSS) in mathematics and English
Language Arts (ELA). In contrast with existing standards, which often emphasized content knowledge, the Framework
emphasized three-dimensional learning: Cross-cutting Concepts (CCCs), Science and Engineering Practices (SEPs), and
Disciplinary Core Ideas (DCIs). In 2013, the Next Generation Science Standards (NGSS) were released, specifying the
targets for student learning that were based on the vision set forth in the Framework (NRC, 2013). The release of the

© 2020 EMPIRICAL EDUCATION INC 1
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Guide to Implementing the NGSS followed in 2015 (NRC, 2015). Among the recommendations were ones that drew
attention to the importance of teacher professional learning, along with building leadership capacity at the school, district,
and regional levels. The guide reiterated the finding from numerous previous research that while teachers” knowledge of
the content is necessary, it is insufficient. Teachers’ mastery of the content must also be accompanied by their ability to

translate their own knowledge of science into effective lessons for students (Duschl et al., 2007; Heller et al., 2012).

But here again exists a gap between our aspirations for science education and the realities on the ground. A recent (2018)
national survey of science teachers conducted by Horizon research showed that very few elementary science teachers
have college or graduate degrees in science, engineering, or science education, with fewer than half having had at least
one college course in chemistry, environmental science, or physics, and close to none in engineering. In regard to feeling
prepared about science content knowledge, only a quarter of elementary school teachers report feeling very prepared to
teach life science, one-fifth feel very prepared to teach Earth science, and a mere 13 feel very prepared to teach physical
science. In regard to being prepared pedagogically, only 23% feel very prepared to develop students” conceptual
understanding, less than 33% in monitoring and assessing students’ understanding, and fewer than 25% in anticipating
areas where students might have difficulties (Banilower et al., 2018).

The literature suggests that one approach to narrowing these gaps is through providing teachers with high quality
professional learning, which rests on research-based principles that professional learning should be “intensive, ongoing,

o

and connected to practice,” “focus on student learning and address the teaching of specific content,” “align with school
priorities and goals,” and “build strong working relationships among teachers” (Darling-Hammond et al., 2009). Despite
what is known in the field about effective professional learning, few professional learning programs focus on improving
teachers’ specialized pedagogical knowledge and skills for teaching science and mathematics. Instead, most focus solely

on content or on classroom management (Sztajn et al., 2012).

While teachers are considered to be one key driver of student achievement (Duschl et al., 2007; Hill et al., 2005), they
operate within a set of systems at multiple levels. As such, the Guide to Implementing the NGSS also called for teacher
professional learning being a sustained component of a comprehensive support system at the school, district, and state
levels, with the principal’s understanding of and support for instructional change being a primary driving force for
sustained implementation. Also important is science education leaders” willingness and capacity to leverage networks
and partners (e.g. researchers, higher education institutions, and science technology centers) in facilitating high-quality
professional learning and providing ongoing support (NRC, 2015).

Concurrent with these discussions in how to implement the NGSS was the equally essential question of how to create
assessments that can measure what and how well students have learned. Prior to NGSS, science assessments were not
designed to measure the three-dimensional learning that is at the center of the new standards. Developing new NGSS-
aligned assessments to inform classroom instruction and to monitor science learning at a broad scale was going to be a
considerable challenge (NRC, 2014).

It was in 2014-15, in the midst of the evolutions in the landscape of science teaching and assessment, that Making Sense of
SCIENCE received a validation grant from the Investing in Innovation (i3) grant from the U.S. Department of Education.
Developed by WestEd, Making Sense of SCIENCE is a model for teacher professional learning that aims to raise students’
science achievement and teachers’ science content knowledge. Under the five-year i3 grant, WestEd partnered with
Empirical Education Inc. (Empirical) to conduct an impact evaluation using a school-randomized control trial and with

Heller Research Associates (HRA) to conduct implementation and scale-up studies of the model. What follows is the
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report on the impact evaluation in this context, with connections to the implementation and scale-up studies where

relevant.

In this chapter, we continue with an overview of the Making Sense of SCIENCE model and impact evaluation, including
the confirmatory and exploratory research questions that guide our inquiry. Chapter 2 outlines our methods, including
the experimental study design, samples, and data collection. Chapter 3 includes a summary of the results of fidelity of
implementation of Making Sense of SCIENCE. Chapter 4 presents findings on teacher content knowledge and
pedagogical content knowledge, and Chapter 5 presents findings on teacher attitudes and beliefs, opportunity to learn,
and school culture. Chapters 6-9 report findings related to student outcomes, including: student achievement in Earth
and space science and physical science (Chapter 6); student achievement on the state assessments in ELA, math, and
science (Chapter 7); student communication of science ideas in writing (Chapter 8); and non-academic student outcomes

(Chapter 9). We discuss the significance and implication of the findings and offer conclusions in Chapter 10.

OVERVIEW OF MAKING SENSE OF SCIENCE

Making Sense of SCIENCE is a model for teacher professional learning aimed at raising students’ science achievement,
particularly Earth and space science and physical science, through improving science instruction. The professional
learning model focuses on the critical connections between science understanding, classroom practice, and literacy

integration in ways that support the implementation of NGSS and CCSS.

Logic Model
The Making Sense of SCIENCE theory of action is based on the premise that professional learning, when situated in an

environment of collaborative inquiry and supported by school leadership, has a cascade of effects on teachers’ content
and pedagogical content knowledge, teachers’ attitudes and beliefs, school climate, and students” opportunities to learn.
These effects produce improvements in student science achievement, as well as other non-academic outcomes, such as
enjoyment of science, self-efficacy and agency in science learning, and aspirations for future use of science in adulthood

and careers.

The Making Sense of SCIENCE model comprises six components. Components 1, 2, and 3 are related to leadership
capacity building for three groups: site coordinators, Leadership Cadre (LC) members, and administrators. Components
4,5, and 6 are related to teacher professional learning. Implementation of the six components takes place over the course

of a two-year period.

Component 1 focuses on professional learning for site coordinators, one in each of the two states in which the study was
conducted. The site coordinators” professional learning includes mentoring, coaching, individual assistance, and
provision of support materials as site coordinators support LC members for the duration of the study, particularly at the
summer courses and school-year Professional Learning Communities (PLC) meetings. Support materials available to the
site coordinators included relevant articles and resources related to professional learning and implementing NGSS. Site
coordinators also received resources to help them support facilitators (e.g., observation logs, rubrics), to guide their work
with the LC members (e.g., sample agendas, emails), and to reach out to school/district administrators (e.g., handouts,
report summaries). The expected outcomes for site coordinators are increased ability to build LC capacity and facilitate
teacher professional learning and PLC meetings, and greater skill in providing technical assistance to upper

administrators.

Component 2 focuses on LC professional learning. This component is designed around building the capacity for

members of the LC, which includes teacher leaders, district staff, and regional partners (e.g., from universities, museums).

AN EMPIRICAL EDUCATION RESEARCH REPORT 3
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Making Sense of SCIENCE provides professional learning to LC members through: 1) LC workshops that prepare all LC
members to support participating teachers and the implementation of Making Sense of SCIENCE, 2) a Teacher Course
Facilitation Academy that prepares a subset of LC members to facilitate the Summer Teacher Course, and 3) the PLC
Facilitation Academy that prepares a subset of LC members to facilitate the school year follow-up PLC meetings. The
expected outcomes for this component are LC members’ greater skill in facilitating teacher learning and supporting

collaboration, as well as increased capacity to provide ongoing support for NGSS implementation.!

Component 3 focuses on administrator professional learning. Making Sense of SCIENCE provides professional learning
to school administrators through workshops, once per year in each of the two years, to prepare them for supporting
teachers and science teaching. The expected outcomes for administrators are an increased understanding of required

shifts for NGSS instruction and greater understanding of effective teaching practices and professional learning.

Components 4, 5, and 6 are all related to teacher professional learning. Teacher professional learning consists of summer
courses (35 hours each year for two years) and PLC meetings throughout both school years (12 hours each year for two
years). More specifically, these three components focus on the delivery, process, and structure of the summer courses
(component 4), teacher attendance at summer courses (component 5), and teacher attendance at the school-year PLC
meetings (component 6). The expected outcomes for teachers are improved content knowledge (Hill et al., 2005; Kanter &
Konstantopoulos, 2010) and pedagogical content knowledge, as guided by the definition of pedagogical content
knowledge in the Refined Consensus Model (Carlson et al., 2019). Additional expected outcomes for teachers include a
shift toward NGSS-aligned instructional practices and a shift in attitudes and beliefs, such as greater confidence in science
teaching (Murphy et al., 2007), stronger belief that students are capable learners (National Research Council, 1996), and

greater value placed on reflective practices (National Research Council, 1996).

As depicted in the logic model graphic (Figure 1), the impacts from the site coordinators, LC professional learning,
administrator professional learning, and teacher professional learning would in turn cascade into impacts on teachers,
schools, and classrooms. Posited impacts on teachers are discussed above. Posited impacts on school climate include
administrators prioritizing and being involved in teacher professional and science teaching (Casey et al., 2012); greater
availability of science resources and supplies; greater support for teacher collaboration (Iveland et al., 2017); greater trust
and collaboration among teachers and between teachers and administrators (Briscoe & Peters, 1997; Brahier & Schiffner,
2004; Hallam et al., 2015; Urick et al. , 2018; Graham, 2007); and improved school culture conducive for learning (Bryk,
2010).

These changes for teachers and schools are posited to lead to changes in students” opportunity to learn (OTL) in the
classroom: more time spent on science instruction; greater integration of science and literacy (Cervetti et al., 2012); and
increased opportunities to engage in phenomena-based exploration (Achieve et al., 2016), scientific argumentation (NRC,
2013), and sense-making of hands-on investigations (McNeill et al., 2015). Students would also have more opportunities

to engage in multi-dimensional learning (i.e. the integration of DCls, SEPs, and CCCs).

The impact of Making Sense of SCIENCE on leaders, teachers, schools, and students” OTL would ultimately lead to
students’ higher achievement in science and literacy, as well as changes in their attitudes and beliefs, such as greater
enjoyment of science, interest in science-related careers, and sense of self-efficacy in their learning (Tytler & Osborne,
2012; Bandura et al., 2001; Cavagnetto et al., 2020; Ainley & Ainley, 2011).

! Outcomes for the Leadership Cadre are addressed in the corresponding implementation report for this evaluation by Heller Research
Associates (Wong et al., 2020).
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As indicated by the arrows in the logic model, the causal pathways of these intermediate outcomes are by no means linear
and one-directional. They have complex relationships with feedback loops, wherein the effects of x on y could trigger

further effects of y on x, thus amplifying the final impacts.?

2 The logic model terminologies and definitions provided by WestEd are presented in Appendix A.
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PL = professional learing; PLCs = Professional Learning Communities; NGSS = Next Generation Science Standards
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Previous Research on Making Sense of SCIENCE

Making Sense of SCIENCE has participated in many rigorous experimental and quasi-experimental evaluations in the
past two decades. We discuss here findings from three of the most recent studies, two of which met What Works
Clearinghouse (WWC) group design standards without reservations (under review standards 3.0). One RCT conducted
across 6 states and 49 school districts, with over 260 elementary teachers and 7,000 students found positive effects on
teacher science content knowledge (ES ranging from 1.81 to 1.93 standard deviations, each significant at the a = .001 level)
and on student science content knowledge (ES ranging from 0.37 to 0.60 standard deviations, p <.001) (Heller et al., 2012).
Another RCT conducted with over 130 middle school teachers from six sites with approximately 6,000 students found
positive effects on teacher science content knowledge (ES = 0.38, p < .01) and on teacher confidence in teaching Force and
Motion (ES =0.49, p < .01). Before adjusting for multiple comparisons, students in the treatment group outperformed their
counterparts in the control group by an effect size of 0.11 standard deviations (p = .04) for the full sample and by 0.31
standard deviations (p = .04) for the subset of English Language Learners. The effects on students for both samples were
no longer significant after adjusting for multiple comparisons (Heller, 2012). The third RCT, which has not been reviewed
by WWC, was conducted with middle school teachers from 62 schools across 11 districts. The study found that students
of treatment teachers outperformed students of control teachers on a state standardized test by 0.17 standard deviations (p

=.09), equivalent to nearly 6 months of additional learning based on a 9-month school year (Heller et al., 2017).

OVERVIEW OF THE IMPACT STUDY

This study evaluates the Making Sense of SCIENCE teacher professional learning model on elementary school teachers
teaching science in fourth and fifth grades. The study is a two-year school randomized control trial (RCT) conducted in 66
elementary schools (60 randomization units)? in seven school districts across California and Wisconsin in the 2016-17
(“Year 1”) and 2017-18 (“Year 2”) school years.

For this study, program developers aimed to recruit a diverse group of districts that served high percentages of high-need
students (defined as students who are low income or are English learners). Program developers also wanted to work in
states that had either adopted or were highly likely to adopt the NGSS, or had state science standards that were based on
the Framework for K-12 Science Education. California was chosen because the state adopted the NGSS in 2013, and the
districts that were interested in participating in the study ranged in size and served the target student population.
Wisconsin was chosen because during the recruitment period, the state was going through the process of adopting the
NGSS, and the program developers had a committed Wisconsin district partner that served a high percentage of low-
income students, but was different from the student population in California. In addition, program developers had
previously worked in Wisconsin and had a highly qualified state coordinator, along with good relationships with the

science leaders in the Wisconsin Department of Public Instruction.

The Making Sense of SCIENCE professional learning courses used in this intervention were Dynamic Earth in 2016-17

and Planet Earth in 2017-18. Note that these were teacher professional learning courses, not student curriculum. One

3 There were 66 participating schools but only 60 units of randomization because there were 12 small schools that were combined into
“dyads,” each comprising two schools, and randomized as a single unit. Dyads were formed to accommodate small schools that did
not have enough eligible teachers to participate in the study. In these cases, we allowed schools to partner up and implement MSS as if
they were one school. Henceforth, units of randomization (54 schools and 6 dyads) will be referred to as “schools” for the purposes of
the study.
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characteristic of the Making Sense of SCIENCE approach is that the professional learning often takes on science topics for
which teachers are the least prepared to teach. For elementary teachers, this includes Earth and space science and physical
science topics (see Banilower et al., 2018). The courses Dynamic Earth and Planet Earth were developed as part of the

grant, based on the Making Sense of SCIENCE approach to professional learning, to:
1. align with the NGSS content (e.g., DCIs, SEPs, CCCs);

2. help teachers understand the Earth and space science and physical science disciplinary core ideas necessary for

teaching fourth and fifth grade students; and

3. give teachers an adult-level, first-hand experience with learning in the three-dimensional manner called for by the
NGSS.

The study is guided by the following confirmatory and exploratory research questions.

Confirmatory Research Questions

1. What is the impact of Making Sense of SCIENCE, after two years of implementation, on student science
achievement in Earth and space science and physical science among fourth- and fifth-grade students in
intervention schools, compared to fourth- and fifth-grade students in control schools receiving the business-as-

usual science instruction?

2. What is the impact of Making Sense of SCIENCE among fourth- and fifth-grade students in the lowest third of
pretest achievement, after two years of implementation, on science achievement in Earth and space science and
physical science in intervention schools, compared to students in control schools receiving the business-as-usual

science instruction?

3. What is the impact of Making Sense of SCIENCE on teachers’ science content knowledge in Earth and space
science and physical science compared to teachers in the business-as-usual control schools, after two full years of

implementation in schools?

Exploratory Research Questions

The study also examines a series of exploratory research questions, which can be loosely classified by their purpose into
three sets. The first set aims to examine impacts on additional measures of student achievement including an assessment
of “communicating science ideas in writing,” state tests in ELA and math in fourth and fifth grades, and a state science
assessment. The state science assessment was limited to fourth grade in Wisconsin. Data for the California state science
assessment were not available during the study years. The second set of exploratory research questions aims to evaluate
possible impacts on precursor variables that could potentially mediate impacts on teacher content knowledge and student
achievement. This includes self-reported measures: teachers’ instructional practices, OTL, and school climate; and self-
reported measures of students’ non-academic outcomes (including enjoyment of science, agency in learning science, self-
efficacy in learning science, cognitive demand of science instruction, quality of and activities in their science class, and
aspirations about future use of science in their adulthood and career). The third set of research questions aims to examine
average and differential impacts across more specific samples and conditions than for the sample-wide analysis that was
used to assess the confirmatory impacts. This includes assessing average impacts on student science achievement for
subsamples of teachers and students with longer exposure to the program and stronger implementation, as well as by
grade, state, and district. We also include in this category the evaluation of impact on student science achievement using

(1) alternative scaling of the student science achievement assessment, (2) a subtest based on items that were more-highly
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discriminating of ability, and (3) separate scores for Earth and space science and physical science sub-strands. We also

assess whether impact on student and teacher outcomes differs by whether or not the teacher is also a teacher leader.
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Chapter 2. Study Methods
EXPERIMENTAL DESIGN
Recruitment

Recruitment Process

The recruitment and informed consent process took place in 2015-16, a year prior to the start of the evaluation. In the fall,
WestEd recruited schools and teachers from seven districts in Wisconsin and California to participate in the evaluation.*
In the winter of 2015-16, WestEd, Empirical, and HRA held a series of online and in-person meetings with teachers and
administrators to introduce them to the Making Sense of SCIENCE model and evaluation and to walk them through the
informed consent process. When interested teachers and administrators were unable to attend these meetings, researchers
sent them the recorded webinars with the same information and offered them the opportunity to ask questions before
consenting. The research team emphasized to study participants the importance of remaining in the study to minimize

attrition, cautioned against risks of contamination, and informed participants on steps to take should either occur.5

Determining Eligibility

The research team relied on a number of criteria to determine the eligibility of schools and teachers. Eligible schools had
to belong to school districts that serve low-income students, as defined by the percentage of students who are eligible for
the Free and Reduced-Price Lunch (FRPL) program. Schools also had to have at least three eligible teachers who were
willing to participate in the evaluation. Schools that were interested in participating but did not meet the minimum
threshold of three committed teachers at the school were allowed to partner with another school in their district to
participate in the study as one singular unit. The two schools had to be sufficiently near each other geographically so that
teachers could collaborate across schools. Teachers and administrators from the two schools had to actively express
understanding that the implementation model requires teachers to collaborate across schools and to function as a unit for
the duration of the study.

Teachers were eligible if they were expected to teach science to at least one class that had students in the fourth, fifth, or a
combination of the two grades in both Years 1 and 2 of the study. Teachers who taught self-contained special education
classes with all students taking an alternative state test and teachers who taught sheltered English Language Learner

classes were not eligible to participate in the study.

+ Empirical submitted to each district a research application that included an overview of the study, the data collection plan, sample
instruments, and draft consent forms. Upon receiving the district’s approval of the research application, the CEO of Empirical and the
superintendent of each district (or assigned designee) signed a district agreement detailing what data the district agreed to provide and
the roles and responsibilities of each party in supporting the evaluation. Each district also assigned a point of contact to streamline

communication between Empirical and the various district departments.

> Whenever we were notified that a teacher left the school, we followed up with the site coordinator or the teacher leader to ask whether
the teacher moved to another teaching position in one of the participating districts. There were four known cases of teachers
transitioning from a treatment to a control school, and in all four, we contacted the teacher to remind them about the risk of
contamination to the study should knowledge or materials acquired through MSS be shared with colleagues at the control school. All
teachers acknowledged receipt of the message.
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Site Description

The study was conducted in California and Wisconsin across seven school districts: two small suburban districts and five
urban districts (one small, one midsize, and three large). The districts ranged from approximately 10-30% in regard to
English learner students and 10-20% in regard to students with individualized education plans. With respect to
race/ethnicity, districts ranged from 2-45% Black students and 2-66% Hispanic students (NCES, 2014). In regard to
economic status, the percentages of families with income below the poverty level ranged from 7-34%, with annual
median household income ranging from approximately 40,000 to 70,000 USD (NCES, 2020).

Randomization

We randomized schools to either Making Sense of SCIENCE or business-as-usual (“control”).6 We conducted
randomization at the school level to not disrupt school-level implementation of science programs in their respective
conditions and to avoid contamination that could possibly occur if randomization had been conducted within schools.
Making Sense of SCIENCE professional learning encourages collaboration of teachers within schools through formal (e.g.,
through PLCs) and informal channels (e.g., sharing or discussing lesson plans among individual teachers). This type of
collaboration would put the study at high risk for contamination if randomization was conducted at units lower than the

school (e.g., teacher- or class-level).

We randomized schools in the winter of the 2015-16 school year. Our power analysis in the study plan assumed 60 units
randomized with 54 retained, assuming a Minimum Detectable Effect Size for impact on student science achievement of
.22. We achieved 60 school during recruitment. There was a total of six dyads” (12 schools): four dyads (8 schools) in the
Making Sense of SCIENCE group and 2 dyads (4 schools) in the control group. Our analysis of impact on student science

achievement in Spring 2018 included 55 schools from among those randomly assigned.

We randomized schools within matched pairs within districts. The primary criteria used to establish matched pairs were
school-level state standardized achievement scores in mathematics for grades 4 and 5 (from 201415 in California and
2013-14 in Wisconsin) and pre-randomization school-average teacher performance on an assessment of science content
knowledge (“teacher pretest”). We also used the average amount of time allocated for science instruction, as reported by
teachers on the baseline survey, and an index of school climate based on 22 Likert scale items from the teacher baseline
survey to inform block formation. The process of identifying matched pairs involved calculating Euclidean distances
between schools within districts using standardize measures of student achievement and teacher pretest scores as the
base dimensions. We also took into consideration similarities in teacher-reported measures of school climate and time

spent on science.®

¢ The business-as-usual group received delayed treatment starting in late spring of Year 2 (2017-18), after all data collection activities

for the study were complete.
7See Chapter 1, page 7 for a definition of dyads.

8 After matching pairs of schools based on their proximity in terms of Euclidean distances, in several cases, we overrode the results to
make sure that schools with certain characteristics were included in the same pair. This strategy was used to ensure that schools that
share a specific characteristic do not, by chance, all end up in the same condition (i.e., since two schools in a given pair end up assigned
to opposite conditions, putting schools with a shared characteristics in the same pair ensures that at least some schools with that
characteristic end up in each condition). This was done with factors that would be undesirable to be imbalanced between, or completely
confounded with, conditions. For example, we made sure that schools with programs that focused heavily on science were placed into
a pair, so that not all such schools would end up in only one condition by chance. If this happened, it would complicate the
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The Counterfactual

Critical to gauging the contrast between treatment and control is the understanding of the context and the counterfactual,
particularly in regard to NGSS adoption, participation in professional learning for science instruction, and science

instructional resources used by participating teachers.

NGSS Adoption
Given that Making Sense of SCIENCE intends to support districts and schools in their transition to NGSS-aligned

instructions, it is important to understand where participating states were on the trajectory of NGSS adoption and
implementation. The expectation was that the control group in a state that was far along in implementing NGSS-aligned
content and instruction, compared to the control group in a state that was early in its implementation of NGSS, would
likely have a weaker contrast with the Making Sense of SCIENCE group in regard to district and school supports for NGSS-

aligned instructions.

As mentioned above, NGSS was released in April 2013. California adopted the NGSS for California Public Schools soon after
in September 2013. In November 2014, the State Board of Education (SBE) approved a statewide plan to implement the
new standards. In November 2016, the SBE adopted a new science curriculum framework to provide guidance to
educators, parents, and publishers, to support implementing California content standards. Organized by theme and
grade-level, the framework provides a vision of science instruction in a classroom and examples for teachers to use as a
starting point (d”Alessio, 2018).

In contrast to California’s statewide model of adoption and implementation of NGSS, Wisconsin is a local-control state in
regard to standards. Wisconsin allowed districts to use the Wisconsin Standards for Science (based on the NGSS), locally
determined standards, or the NGSS themselves. Districts in the state varied in regard to how far along they were in
implementing NGSS. To illustrate, certain districts made available instructional guides during the study years while

others did not release an NGSS-aligned curriculum until after the study was completed.

Instructional Materials
We asked teachers to select the top three instructional resources that they used or planned to use for science instruction.
Figure 2 and Figure 3 below present the types of instructional materials used by participating teachers in California and

Wisconsin, disaggregated by randomization status.

interpretation of the difference in outcomes between Making Sense of SCIENCE and control schools. As a final step, we ran sensitivity
checks on several possible pairing schemes by randomizing according to each scheme 1,000 times. We assessed which scheme
produced the greatest balance, on average, on critical characteristics. We selected the approach that produced the best balance on
average, and then conducted one official randomization using that scheme. Randomization resulted in balance between conditions on
important baseline factors. For variables used to define blocks, we observed the following differences between conditions following
randomization: Standardized Effect Size (ES) of -0.13 (p = .385) for school-average math pretest, ES of 0.07 (p = .611) for school average
ELA pretest, ES of -0.10 (p = .634) for teacher baseline content knowledge score (based on the MOSART assessment), with 78.1% of
schools being Title 1 in control and 88.2% being in Title 1 in treatment (p = .121 associated with the difference in means), and with 75.4%
and 79.6% of students being eligible for Free or Reduced Price lunch in control and treatment schools respectively, (p = .360 associated
with the difference in means). (All effect sizes reported here use the pooled standard deviation of outcomes reported at the school level
in the denominator.)
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In California, notably, nearly half of teachers reported using or planning to use Mystery Science in both Making Sense of
SCIENCE and control groups. For all resources, the difference in the proportion of Making Sense of SCIENCE teachers and
control teachers selecting the resource was less than 10 percentage points. A Chi-square test of the proportions of
resources selected by teachers across the two groups suggested no differences between the two groups: X2 (5, n = 103)
=2.16, p = .827 (Figure 2).

. MSS Control

Mystery Science (-5) TR
omer T
Scott Foresman California Science (K-8) _
Macmillan/McGraw-Hill California Science (K-6) _

Houghton Mifflin California Science - (K-6) -

California Science (K-6); Harcourt .

0 10 20 30 40
Percentage of teachers

FIGURE 2. DISTRIBUTION OF INSTRUCTIONAL MATERIALS USED BY STUDY PARTICIPANTS IN
CALIFORNIA, BY RANDOMIZATION STATUS

Note. Sample consists of 85 teachers in California: 48 Making Sense of SCIENCE + 37 control. Because each teacher could select
more than one instructional resource, the percentages do not sum to 100%. Full Option Science System (FOSS) (K-5); Delta
Education was a seventh option, but none of the teachers in the sample selected it.

Figure 3 displays the instructional resources used by study participants in Wisconsin. The top three instructional
resources that are most frequently selected by teachers are Science A-Z, Discovery Education Science Elementary, and
BrainPop, each selected by approximately 70% of Making Sense of SCIENCE teachers. The differences in proportions of
teachers selecting the resource were less than 10 percentage points for all resources except for two (Discovery Education
Science Elementary and Science A-Z). Notably, only 35% of control teachers, compared to 73% of Making Sense of
SCIENCE teachers, reported using Science A-Z. A Chi-square test of the proportion of instructional resources across the

two conditions, however, shows no statistical significance: X2 (5, n =159) = 3.32, p =.651.
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Science A-Z

Discovery Education Science Elementary

BrainPop

Harcourt Science

Other

Defined STEM

0 10 20 30 40 50 60 70
Percentage of teachers

FIGURE 3. DISTRIBUTION OF INSTRUCTIONAL MATERIALS USED BY STUDY PARTICIPANTS IN
WISCONSIN, BY RANDOMIZATION STATUS

Note. Sample consists of 56 teachers in Wisconsin: 30 Making Sense of SCIENCE (MSS) + 26 control.

Professional Learning

Given that the two major components of the Making Sense of SCIENCE professional learning models were the summer
institute and the school-year PLCs, we examined the professional learning that the Making Sense of SCIENCE and control
groups received during the study years to understand the treatment-control contrast. In the fall of Year 2 (2017-18), we
asked teachers how much science professional learning? they received between June and October 2017. As part of tracking
and monitoring fidelity of implementation (discussed in Chapter 3), we also collected teachers’ attendance at Making
Sense of SCIENCE summer courses and school-year PLCs. We asked teachers in the Making Sense of SCIENCE group to
exclude any Making Sense of SCIENCE PLCs and Making Sense of SCIENCE summer courses. In Figure 4, we compare
responses from the two groups. We also report the amount of professional learning that Making Sense of SCIENCE
teachers received through the Making Sense of SCIENCE summer courses, as measured by their attendance at these

courses.

While the majority of control teachers (79%) reported not having received any professional learning during this time
period, the majority of Making Sense of SCIENCE teachers (90%) reported receiving 9-40 hours (2-5 days). Notably, Making

° Examples of professional learning that we asked teachers to consider included district professional learning, summer institutes,

museum workshops, online courses, and conference sessions.
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Sense of SCIENCE teachers also reported receiving additional professional learning beyond what was provided by Making
Sense of SCIENCE. 10

[l Professional learning provided by MSS experienced by treatment teachers
[l Professional learning not provided by MSS experienced by treatment teachers

Professional learning experienced by control teachers

)0

90

80

70

60

50

40

30

Percentage of teachers

20

10

o 7 7
- - . -

None 1-2 hours 3-5 hours 6-8 hours (1 day) 9-40 hours (2-5 days) 41-80 hours (6-10 days)

FIGURE 4. TIME TEACHERS SPENT IN SUMMER AND FALL SCIENCE PROFESSIONAL LEARNING (NOT
PROVIDED BY MAKING SENSE OF SCIENCE)

Note. Sample consists of 142 teachers: 81 Making Sense of SCIENCE (MSS) + 61 control. There was a seventh option of “more than
10 days,” but no teacher in this sample selected that option.

A similar trend was observed for participation in PLC meetings. Seventy-two percent of control teachers, compared to
four percent of Making Sense of SCIENCE teachers, reported not having participated in any science-related PLC meetings
between February 16 and April 25, 2018. At the other extreme, 8% of control teachers, compared to 49% of Making Sense of
SCIENCE teachers, reported spending more than four hours in science-related PLC meetings during the same time
period. Note that in Figure 5, we did not report the time spent at PLC meetings that were not provided by Making Sense
of SCIENCE (as we did with the summer courses in Figure 4) because we didn’t ask Making Sense of SCIENCE teachers

this question.

0 There is a possibility that this is an indication of recall bias. Having participated in Making Sense of SCIENCE professional learning, it
might be challenging for Making Sense of SCIENCE teachers to discern between Making Sense of SCIENCE and non-Making Sense of
SCIENCE professional learning.
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. MSS Control

80
72

70
60
50 49
40

30

Percentage of teachers

20

None Less than 1 hour 1-2 hours 3-4 hours More than 4 hours

FIGURE 5. TIME IN PROFESSIONAL LEARNING COMMUNITY MEETINGS

Note. Sample consists of 140 teachers: 76 Making Sense of SCIENCE (MSS)+ 64 control. Responses are from the spring Year 2 survey
asking teachers to about the total time spent at PLC meetings between February 16 and April 25, 2018. We asked Making Sense of
SCIENCE teachers about the total time they spent in Making Sense of SCIENCE PLC meetings. We asked control teachers about the
total time spent in science-related PLC meetings.

In summary, in regard to NGSS adoption and implementation, California was one of the earliest states to adopt the
standards. The state released a curriculum framework at the beginning of the study. Wisconsin, a local-control state, was
more varied in its adoption and implementation, with districts allowed to choose to use NGSS, the state standards, or
locally determined standards. In California, the types of instructional resources used appeared to be similar across the
Making Sense of SCIENCE and control groups. In Wisconsin, they also appeared to be similar, except for a
disproportionate number of Making Sense of SCIENCE teachers, compared to control teachers, reported using Science A-Z.
Regarding professional learning, Making Sense of SCIENCE teachers reported receiving more science professional learning

and spending more time in PLC meetings than control teachers.

SCHEDULE OF MAJOR MILESTONES

The impact study is part of a five-year grant that began in January 2015 and ended in September 2020, with two six-month
no-cost extensions to finalize reporting. The first two years of the grant (2014-15 and 2015-16) were allocated to study
design, recruitment (of districts, schools, and teachers), and randomization. Implementation occurred during two years:
2016-17 and 2017-18. The remainder of the time was allocated to data analysis, reporting, and dissemination. The impact
study formally ends with the submission of this final report to WestEd and NEi3. Table 1 presents a timeline of the major

activities of the study during study design, implementation, and data collection for the impact study. Information about
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the parallel efforts by HRA in conducting the implementation and scale-up studies under this grant are presented in a

separate report (Wong et al., 2020).

TABLE 1. TIMELINE OF MAJOR ACTIVITIES IN THE STUDY

2014-15 2015-16

W Sp

Recruitment of participants

Randomization

Baseline data collection

Implementation

Data collection (excluding baseline)

Sp = Spring; S = Summer; F = Fall; W = Winter

2016-17

w

2017-18

W Sp S

MEASURES

The impact evaluation collected a rich set of assessment and survey data from teachers, students, and school districts.

Table 2 presents the full set of measures, their source, data collection timeline, and reliability statistics.

TABLE 2. MEASURES

Measure Adapted from 2014-15 2015-16

Teacher content knowledge and pedagogical content knowledge

Evaluator-developed: 46 selected
response items adapted from
Science Content MOSART

Knowledge Evaluator-developed: 32 selected

response items adapted from

MOSART
Pedagogical Evaluato.r—deyeloped: ltems dgveloped
Content by HRA in prior research studies about

Making Sense of SCIENCE (e.g. Heller

Rpeesas etal, 2010; Daehler et al., 2015)
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TABLE 2. MEASURES

Measure

2014-15 2015-16

Adapted from

Measures were constructed by
Teacher attitudes

and beliefs,
opportunity to
learn, school climate

were developed by evaluators or
adapted from the National Survey of

of Enacted Curriculum.

Teacher attitudes

and beliefs 8 measures
Opportunity to
learn - Time on 1 outcome

science

Opportunity to

learn - instruction 4 outcomes

Opportunity to

learn - content 10 outcomes

School climate 7/ outcomes

Demographics;

Education &
Teaching
Background

Evaluator-developed survey items

Student achievement measures

Evaluator-developed assessment: 30
fourth grade and 29 fifth-grade
selected response items

Science
achievement

Communication of
science ideas in
writing

Evaluator-developed assessment
8 constructed response items

Math
State assessments
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researchers based on survey items that

Science & Math Education and Surveys

2016-17 2017-18

Rolling fall, fall,
winter, winter,
Pre-RA spring spring
Rolling
Pre-RA
Pilot in .
spring spPrng
Pilot in .
spring Spring
spring spring spring spring

Reliability

6110 .97
NA

69 to .89

7410 .92

.68 to .91

NA

69 (4™
grade
form) .56
(5" grade
form)

80.7 -964

(interrater
reliability)

WI:

92 (grd &
5P

CA:

82 (grd &
5)

(marginal
reliability®)
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TABLE 2. MEASURES

Measure Adapted from 2014-15 2015-16 2016-17 2017-18 Reliability
WI: .90
(gr4 & 5P
English language . . . .
arts State assessments spring spring spring spring CA: .88
(grd &5)
(marginal
reliability?)
WI: .88
Science State assessments spring spring spring spring (gr4r
CA:NA
Student non-academic measures
Survey scale 1 - Adapt.eol from Fridz?y Institute for Pilot in .
Aspirati Educational Innovation Elementary . spring 584
spirations spring
School STEM - Student Survey
Survey scale 2 -
Quality of Science
Class (Learning Adapted from Colorado Education Pilot in . 812
Environment / Initiative Student Perception Survey spring sPrng ’
Classroom
Management)
Survey scale 3 - Adapted from TIMSS 2015 Student Pilot in in 762
Self-Efficacy Questionnaire spring sPrng ’
Survey scale 4 -
Activities in Adapted from TIMSS 2007 Student Pilot in . 602
Science Questionnaire spring SPrng ’
Classrooms
Survey scale 5 -
Quality of Science  Adapted from TIMSS 2015 Student Pilot in . 629
Class (Science Questionnaire spring spring )
Instruction)
Survey scale 6 - S
. Pilotin .
Agency in Evaluator-developed . spring 109
spring
Learning
Survey scale 7 - Pilot |
Cognitive Demand Evaluator-developed I gt " spring 576
spring
of Science Class
Survey scale 8 - Pilot |
Enjoyment of TIMSS 2015 Questionnaire rotin spring 865
spring

Science
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TABLE 2. MEASURES

Measure Adapted from 2014-15 2015-16 2016-17 2017-18 Reliability

Student
demographics
(from district or
school
administrative
records)

N/A N/A N/A N/A N/A

Note. Reliability is Cronbach’s alpha unless otherwise noted.

MOSART = Misconception-Oriented Standards-Based Assessment Resources for Teachers; RA = randomization; HRA = Heller
Research Associates; CA = California; WI = Wisconsin

See Appendix B for details on the process for constructing each of the outcomes, including items used, aggregation method, and
Cronbach’s alpha.

a Description of “marginal reliability” is provided by the California Department of Education Assessment Development &
Administration Division (2019).

b Reliability statistics are provided by the Wisconsin Department of Public Instruction (2018).

Teacher Baseline Content Knowledge Assessment

Teachers completed a science content knowledge assessment (“teacher pretest”), which measured their baseline
knowledge of Earth science and physical science, upon joining the study. The pretest was developed by WestEd using
items adapted from the Misconception-Oriented Standards-Based Assessment Resources for Teachers (MOSART) test
inventory. MOSART consists of multiple-choice items that are linked to the K-12 physical science, K-12 Earth science, and
K-8 life science content in the NRC National Science Education Standards, as well as to misconceptions related to science
concepts as documented in research literature. MOSART “probe[s] for any conceptual shift(s) as a result of professional
learning activities, course work, or other intervention” (MOSART, 2011). WestEd staff selected 46 items from the
MOSART test inventory and piloted the test with 15 teachers. Results from the pilot yielded an internal consistency
reliability (Cronbach’s alpha) of .91.

We administered the pretest to teachers at the end of each informed consent and data collection meeting. Teachers
submitted completed assessments directly to research team members. We then entered teachers’ answer choices using a
double data entry process by two research team members.!! The resulting file, which had one set of pretest responses for

each teacher, was then scored and warehoused by an Empirical warehouse engineer.

Teacher Content Knowledge Assessment

The TCK assessment was an evaluator-developed instrument consisting of 32 selected-response items (29 were retained in
scoring) and administered as one form. The assessment included items taken or adapted from the MOSART test and the
New York State Education Department’s Regents High School Examination. The items used in Year 2 (2017-18) were

11 The data entered were compared using a reconciliation tool to identify any discrepancies, which could have occurred if the data entry
staff made a manual error or if the two data entry staff members had different opinions about certain responses that are not clearly
marked. In case of a discrepancy, those who entered the data discussed and agreed on a resolution.
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piloted during Year 1 (2016-17) of the study. We selected items for use on the basis of their degree of difficulty, high
point-biserial correlations, and alignment with NGSS DCls. The Cronbach’s alpha value for retained items for this scale
was .78. More-detailed, item-specific information is provided in Appendix C Teacher Content Knowledge Assessment:

Descriptive Statistics and Item-Level Information.

Teacher Pedagogical Content Knowledge

The PCK instrument used in this study, adapted from PCK items developed and used by HRA in prior research studies
about Making Sense of SCIENCE (e.g. Heller et al., 2010; Daehler, Wong, & Heller, 2015), was a cluster of prompts
centered around one of the constructed-response assessment tasks presented to fourth and fifth-grade students in this

study. The instrument aimed to assess three areas of teachers’ abilities and knowledge relating to weather and erosion:
1. ability to interpret student work;
2. knowledge of typical student difficulties;

3. knowledge of effective instructional strategies for supporting fourth- and fifth-grade students in making

observations, providing evidence, and constructing scientific explanations; and
4. the explicitness of teachers’ pedagogical reasoning.

The instrument asked teachers to evaluate a hypothetical student’s response to a question about erosion that asked
students to respond to three prompts: (1) make a claim, (2) provide evidence, and (3) explain reasoning. Teachers were
asked to (a) state the strengths and weaknesses in the student’s response, (b) state specific difficulties students may have
in responding to the item, separately from the specific difficulties exhibited by the hypothetical student, and (c) describe
activities to support the student. The interrater reliability (that is, percent agreement between scorers) for the PCK items
was 76.7%.

Teacher Surveys

The teacher baseline survey was administered to inform randomized blocks (matched pairs or triplets), to track
participants administratively, to establish baseline equivalence for the analysis sample, to use as covariates in the impact

analysis to increase the precision of the estimates, and to serve as potential moderators of impact.

The purposes of the post-randomization surveys administered during the study years were to track administrative
information about teachers’ teaching positions (e.g. grades and subjects taught), to measure teachers’ responses on
intermediate outcomes of interest, to understand the supports and barriers to implementation, and to provide

information about the treatment-control contrast.

The development of the teacher surveys was a collective effort between Empirical and HRA, in close consultation with
WestEd. Empirical and HRA researched and compiled a set of items from the 2012 National Survey of Science and Math
Education (Weis, 2013), Surveys of Enacted Curriculum, and from each respective team’s item banks. The items covered a

range of topic areas, such as the following.

e Science instruction — the amount of time allocated to science instruction, the level of priority given to particular

topic areas, and the barriers to teaching and learning science
e Attitudes and beliefs — the level of influence and confidence with respect to teaching science

e Teaching philosophies and pedagogical techniques — beliefs about students; instructional practices
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e NGSS - familiarity and level of comfort with the NGSS, and the extent to which they believe NGSS aligns with
their own teaching philosophies

e School climate — school climate and the dynamics among administrators and teachers at their school;

collaboration among peers
e Professional learning — previous professional learning experiences

¢ Education and teaching background — number of college courses in science; years of teaching experience (on

baseline survey only)
¢ Demographic information — race/ethnicity, gender (on baseline survey only)

There were approximately 40-65 questions on each survey. Using responses from these surveys, we finalized the 30
intermediate outcomes related to teacher attitudes and beliefs, student OTL, and school climate. Cronbach’s alphas for the
resulting composites ranged from .61 to .97 (see Table B1 in Appendix B for details, including Cronbach’s alpha for each

outcome).

Empirical administered all teacher surveys for the impact study through the online survey platform.

Assessment of Student Science Achievement!?

To assess students’ science achievement, we used an evaluator-developed assessment covering Earth and space science,
physical science, and life science. We created separate assessments for fourth grade and for fifth grade using items that
were appropriate for students in the particular grade. There were 10 “inquiry items” that were suitable for both grades
and were included in both assessments. We selected items from several sources (e.g.,, MOSART and NAEP) to address
general NGSS-aligned specifications (information about student test forms and basic item statistics are provided in
Appendix D). Students received the assessment through an online platform that included voiceover functionality such
that students could click on the questions to hear them read aloud. Students had approximately one hour to complete the

assessment and the student survey (described further below).

Communication of Science Ideas in Writing

To assess students’ communication of science ideas in writing, we used a pool of eight constructed response (CR) items
compiled by HRA. Among the eight items, six were drawn from NAEP and two were developed by HRA to address
necessary specifications not covered by the NAEP items. Four of eight items were appropriate for and administered in
fourth and fifth grades. The remaining four items were administered in fifth grade only. Information about the student
test forms are provided in table D1 of Appendix D. The interrater reliability ranged from 80.7% to 96.3%, with median
value 92.7% (Wong et al., 2020). The full details concerning test development and scoring are provided in the companion
report to this one by HRA (Wong et al., 2020).

Student Survey

The student survey was administered along with the science assessment. The survey aimed to measure two types of

outcomes. The first type included outcomes related to students” opportunity to learn, such as quality of science classroom

12 A description of how we went about selecting a student science assessment, the development of the assessment, and the approach
used to scale the posttest scores are described in Appendix D.
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in regard to classroom management and science instruction, activities in science, and the level of cognitive demand for
those tasks. The second type included distal, non-achievement outcomes, such as students’ sense of agency and self-
efficacy in science learning, aspirations for future science learning in their adulthood, and application of science in their
careers. The student survey consisted of six scales adapted from the Friday Institute for Educational Innovation, TIMSS
2015 Questionnaire, and the Colorado Education Initiative. Modifications include the addition or removal of items, and
modifications to the response scales. We also created two survey scales to measure cognitive demand and agency in

learning. Cronbach’s alpha values ranged from .11 to .87 with a median value of .62 (scales are provided in Appendix E).

District/School Data Requests

From all participating school districts, we collected the following data for first through fifth graders in participating
schools: class rosters, student demographic data, and state assessment data for the 2014-15 through 2017-18 school years.
For state assessment data, we requested math, ELA, and science scores for students in all tested grades. Additionally, we

requested third-grade math and ELA assessment data (“pretest scores”) for all students with a posttest in spring 2017-18.

For students in Wisconsin, the assessment data are based on the Wisconsin Forward Exams: math and ELA for grades 3-8
and science for grade 4.3 The assessments, which were first rolled out in 2015-16, are administered online and are based
on the Wisconsin Academic Standards. In Year 2 of the study (2017-18), when final outcome data would be collected,
Wisconsin was still administering the Wisconsin Forward Exam with science items aligned to Wisconsin’s Model
Academic Standards for Science and enhanced by the NGSS. It was not until spring 2019 that Wisconsin administered the

new science tests aligned with the Wisconsin Standards for Science, which is based on NGSS (Wisconsin DPI, n.d.a).

For students in California, the ELA and math assessment data are based on the Smarter Balanced Assessment Consortium
(SBAC) assessments from first through fifth grade.!* The SBAC assessments, which use computer-based tests and
performance tasks, are based on the CCSS. The science assessment is administered to students in grades 5 and 8, and once
in high school. However, since 2013, California has developed the California Science Test (CAST) that is aligned with the
NGSS for California Public Schools. No science test scores are available for California for 2016-17 and 2017-18 because the
state was in the process of piloting and field testing the CAST assessment and has not made student scores from these two

years available.

Other Data Collected

The study team also surveyed administrators (see Appendix F for a description). The key findings based on the
administrator survey responses are reported in HRA’s implementation report (Wong et al., 2020). In addition, the study
team conducted a pilot of classroom video recordings in Year 1 (2016-17) to estimate parental consent response rates and
determine the feasibility of scheduling for the full sample of schools. Due to the low consent response rate, particularly in
districts that require active parental consent to collect video recordings of classrooms, we decided to not proceed with
video recordings for the full sample in Year 2. Instead, in Year 2 (2017-18), we collected audio recordings of science
lessons for a subset of teachers. We also asked teachers to provide accompanying lesson artifacts, such as lesson plans and
student works, and to audio record themselves responding to a set of interview questions about the lessons. Again, due to

the low consent response and completion rates, these data were not analyzed for the impact study. They were, however,

13 In Wisconsin, students are tested in math and ELA in grades 3-8, science in grades 4 and 8, and social studies in grades 4, 8, and 10.

14In California, students are tested in math and ELA in grades 3-8 and 11, and science in grades 5, 8, and once in high school.
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analyzed and included in the implementation study by HRA (Wong et al., 2020). We provide additional details about the
video and audio data collection efforts in Appendix G.

FORMATION OF THE STUDY SAMPLE

School sample. At baseline, in the winter of 2015-16, we randomly assigned 60 schools to either Making Sense of SCIENCE

or control (see Table 3 for all sample sizes).

Teacher sample (RCT confirmatory analyses). Within these schools, 269 teachers were randomly assigned to conditions
by virtue of their schools being randomly assigned. This initial roster of teachers responded to baseline surveys and took
a baseline science content knowledge assessment prior to random assignment. This group of teachers is referred to as the

“Present at Randomization” (PAR) sample.

From among this group of PARs, we randomly sampled 183 teachers to be included in data collection activities. Random
sampling was used as a cost-cutting measure. We refer to this probability sample as the “Baseline Representative Sample”
(BRS). We follow members of BRS through the completion of the study, allowing us to assess levels of total attrition,
differential attrition, and potential for bias from the randomized sample becoming compromised over time. Our analysis
of confirmatory impacts on teacher content knowledge included 118 of the BRS teachers.'> Notably, only 88 of these
teachers remained teaching in study-eligible grade levels by spring Year 2 (2017-18). We engaged the other 30 to take the

teacher content knowledge assessment to obtain a larger sample of the originally randomized groups.

Teacher sample (exploratory analyses). Given that more BRS teachers left the study than we had expected by the second
year,'® we engaged in additional recruitment efforts of teachers. This provided a larger sample of 147 teachers for
assessing impacts on teacher attitudes and beliefs, opportunity to learn, and school climate as measured by teacher

surveys.

Student sample (confirmatory analyses). The student sample included all students who were in classes of study-
participating teachers in spring of Year 2 (2017-2018) and had a science achievement outcome on the evaluator-developed
assessment.!” In spring of Year 2, there were 147 study teachers, including those who were present at randomization and
those who joined after randomization. In the 147 study teachers’ classes, there was a total of 2,140 students, who
comprised the sample (or from which we drew students in the lowest third of incoming achievement) for confirmatory

analyses of impact on students. Because the student sample includes those who may have joined study schools and who

15 Attrition is sufficiently low that according to NEi3 and What Works Clearinghouse evidence standards, the potential for bias is low,

and the result can potentially meet standards without reservations.

16 Among the 183 BRS teachers, 84 were no longer in the study by the fall of Year 2 (2017-18). Thirty-six teachers (43%) had left the
participating school, 34 teachers (40%) were no longer teaching fourth or fifth grade or were no longer teaching science, and 14 teachers
(17%) were no longer in the study for other reasons, including retirement, family situation, a teacher strike at the school, non-

responsiveness, or unknown.

7We considered identifying the sample of students who were in grades 2 and 3 in study schools prior to random assignment in winter
2015-16 because this group of students would have been randomized to Making Sense of SCIENCE or control by virtue of their
membership in study schools when schools were randomly assigned. However, the fact that students would be non-randomly placed
into the classes of participating teachers well after random assignment (in the 2016-17 and 2017-18 school years) would introduce a
potential for bias that would compromise the initial random assignment. Because it would not be possible to maintain the

randomization of students, we opted for the larger sample, including all students in study teachers’ classes in the 2017-18 school year.
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were placed in study teachers’ classes after random assignment, we compared baseline achievement of students in both

conditions to demonstrate their equivalence.

Student sample (exploratory analysis). As part of our exploratory analyses, we identified two additional student samples.
The first consisted of students of a subset of the 147 teachers who are BRS teachers: 1,415 students of 96 BRS teachers. The
second consisted of students who were in fifth grade in Year 2 (2017-18) and were also in a study teacher’s classroom in
Year 1 (2016-17) (n = 340). We recognize that some students could have been joiners into study teachers’ classes, into
study schools, or both. To demonstrate sample equivalence across conditions, we compared baseline achievement of

students for each sample.

AN EMPIRICAL EDUCATION RESEARCH REPORT 25



EFFECTIVENESS OF WESTED'S MAKING SENSE OF SCIENCE

TABLE 3. SAMPLE SIZES AT SEVERAL LEVELS OF THE STUDY DESIGN

Impact on Impact on student
Impact on " A .
TCK Impact on student science science achievement
. Impact on student achievement in the lowest third of
Impact on TCK  (Confirmatory, . . . . .
. student science science (Students in incoming
(Confirmatory, Research X X X
. achievement achievement classes of study achievement
Research Question 1) % k %
Question 1) (Confirmatory, (Reduced teachers in 16/17 (Confirmatory,
(Retained in Research Sample: BRS and 17/18; in 5t Research Question

Condition BRS (Mixed Sample)  Study Sample) Question 2) teachers only) grade in17/18) 3)

MSS 30 30 27 25 29 28 18 29

Schools Control 30 30 27 22 26 23 13 26
Total 60 60 54 47 55 51 31 55

MSS 136 93 60 45 81 48 22 81

Teachers  Control 133 90 58 43 66 48 18 62
Total 269 183 118 88 147 96 40 143
MSS 1138 719 173 405
Students  Control N/A N/A 1002 696 167 310
Total 2,140 1,415 340 715

Note. N/A = Not applicable. MSS references the group of students who received the Making Sense of SCIENCE program. TCK is Teacher content knowledge. PAR is
Present at Randomization. BRS is Baseline Representative Sample.

96 BRS teachers were included in the analysis of impact on student science achievement, and 88 BRS teachers for the analysis of impact on TCK. The difference of eight is
mostly due to several teachers administering the student science assessment but not taking the TCK posttest.
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ANALYSIS AND REPORTING

Analysis of Impact on Teachers

Hierarchical Linear Models

We used 3-level Hierarchical Linear Models (HLMs) (teacher, school, randomized block levels) with individual teacher
scores regressed against baseline covariates, a dummy variable indicating treatment assignment at the school level
(Making Sense of SCIENCE school =1, control school = 0), and random effects at the teacher and school levels. Block (pair)
effects were modeled as fixed. The teacher content knowledge pretest was included in every analysis. For confirmatory
analyses, we estimated impacts using a series of additional models as sensitivity tests, including with several approaches

to estimation, with alternative scaling of the posttest, and with random block effects.

Approach to Handling Missing Data

As noted above, we limited the analysis to teachers who were among the sample of BRS teachers and who were available
for posttest data collection. We removed teachers missing either their posttest, their pretest, or both. Dummy variable

imputation was used with covariates other than the pretest (Puma et al., 2009).

Calculating Attrition

We assessed overall and differential attrition at the school and teacher levels, reflecting the school assignment design.
Overall attrition was calculated as the number of randomized units (schools and teachers) that were missing outcome
data and were therefore not included in the impact analysis sample. Attrition was also calculated separately for each
condition, and the differential attrition rate was the difference in the rates between the two groups. To not double-count

attrition, teacher attrition was calculated among non-attritting schools.
Analysis of Impact on Students

Hierarchical Linear Models

We used 3-level HLMs (student, school, randomized block levels), with individual student scores regressed against
baseline covariates, a dummy variable indicating treatment assignment at the school level (Making Sense of SCIENCE =1,
control = 0), and random effects at student and school levels. Block (pair) effects were modeled as fixed. Student math and
ELA pretests were included in every main impact analysis. For confirmatory analyses, we estimated impacts using a
series of additional models as sensitivity tests, including with alternative scaling of the posttest, with random block
effects, with a reduced-items test, by using Multiple Imputation with missing values for all covariates including the
pretest, using Maximum Likelihood (ML) instead of Restricted Maximum Likelihood (REML) estimation, and other

approaches.

Calculating Attrition

NEi3 has indicated that because study rosters for students were formed in fall of Year 1 (2016-17), after schools were
randomized (winter 2015-16), that all students in the study are likely to be considered post-randomization “joiners.” This
precludes existence of a true baseline sample of students that can be considered the starting point for analysis of student

attrition. Therefore, we do not measure attrition for the analysis of impacts on students. At the school level, from among
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the 60 schools randomly assigned, we obtained student outcomes from 29 out of 30 Making Sense of SCIENCE schools and

26 out of 30 control schools.

Approach to Handling Missing Data

For the confirmatory analysis of impact on science achievement, we listwise deleted any students who were missing
either the posttest score or pretest scores (either the ELA or math pretest scores). Dummy variable imputation was used
with covariates other than the pretest (Puma et al., 2009). As part of a sensitivity analysis, we also performed multiple

imputation analysis to include students who were missing values of one or both pretests.

Assessing Baseline Equivalence

Baseline equivalence on the pretests was assessed by regressing each pretest score (ELA and math) against a dummy
variable indicating treatment status. The models also included school and student random effects and fixed pair effects to

have the same error structure as the benchmark model used to estimate impact.
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Chapter 3. Fidelity of Implementation of Making Sense Of SCIENCE

Implementation fidelity is “the extent to which an enacted program is consistent with the intended program” (Century et
al., 2010). Understanding implementation fidelity sheds light on the impact results. To illustrate, if an evaluation of a
program yields no impact, without having insight into fidelity of implementation, we would not be able to discern
whether the no impact finding is potentially due to poor implementation. Conversely, if an evaluation has a positive
impact, without measuring fidelity of implementation, we would be left with the question of whether stronger
implementation would have resulted in even bigger impacts (Carroll et al., 2007). Additionally, measuring fidelity allows
for a greater understanding of program implementation more broadly and informs future implementation. For example,
identifying components or elements that were difficult to implement as intended would likely guide modifications to

implementation plans in the future.

With these objectives in mind, and as a requirement of the NEi3, we calculated fidelity of implementation (FOI) scores for
each of the six key components of the Making Sense of SCIENCE professional learning model, as outlined in the logic
model in Chapter 1, separately for each of the two study years (Table 4).!8 Table 4 includes FOI results for both calendar
years (2016 and 2017).

We also measured FOI pooled across the two years, even though it is not a requirement of NEi3 to do so, for Components
5 and 6 (related to Teacher Professional Learning) in order to factor in the importance of continuity of professional
learning for teachers throughout the course of the study (Table 5). We calculated FOI across the two years for two samples

of teachers, which we describe below.

The tables are organized by the program components and their respective indicators. All components have one indicator,
except for Component 2 on Leadership Cadre Professional Learning and Component 5 on Teacher Professional Learning,
each of which consists of three indicators. All indicators include the operational definition, scores and the threshold for
levels of implementation at the unit level, scores and the threshold for levels of implementation at the sample level, and
whether or not the indicator was met for the specified time period. For components that have more than one indicator—
thus requiring aggregation to the component level —and for components that require aggregating to the school and
sample level, a gray row below the component displays the thresholds for the school and sample levels, and indicators of

whether or not fidelity was met at the sample level for the component.

When FOI was calculated separately for the two years, fidelity was met for all components in each of the two calendar
years. For FOI calculated across the two years, fidelity was met for one of two samples for the teacher summer courses,

and fidelity was not met for either sample for school year PLCs.

This chapter focuses on presenting the results of the FOI matrix. The full implementation study, was conducted and

reported by Heller Research Associates (Wong et al., 2020).

18 For Leadership Professional Learning (Components 1-3), we measure fidelity of implementation by calendar year in order to align
fidelity of implementation measures with the timing of the professional learning. Fidelity of implementation for 2016 consisted of
professional learning events that took place in the spring of 2015-16, and the following summer and fall of the 201617 school year.
Similarly, fidelity of implementation for 2017 consists of professional learning events that took place in the spring of 2016-17, and the
following summer and fall of the 2017-18. For Teacher Professional Learning (Components 4-6), we measured fidelity of

implementation in school years.
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FIDELITY MATRIX FOR CALENDAR YEARS 2016 AND 2017

Table 4 displays the six components, their corresponding indicators, and results of fidelity of implementation.

TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Operational definition

Indicator

Indicator 1:

Site PL attendance
Coordinators PL

Scores for levels of
implementation at the unit
level

Scores for levels of
implementation at the
sample level

Component 1: Site Coordinators

0: Site coordinator attends

less than 85 percent of all
events

1: Site coordinator attends

at least 85 percent of all
events

Threshold = 1

0: Fewer than two of the

site coordinators meet the

unit level threshold

1: Both site coordinators
meet the unit level

threshold
Threshold = 1

Fidelity in 2016

Met at the indicator
and component levels
Score =1

Site coordinators
attended 88% (WI) and

89% (CA) of events

Fidelity in 2017

Met at the indicator
and component levels

Score =1

Site coordinators
attended 100% of events

Component 2: Leadership Cadre

Indicator 1:

Total number
participants in the 5-
day Teacher Course
Facilitation Academy

Facilitation
Academy (FA)
for Summer
Teacher Course -
Delivery

Number of half-days
Teacher Course
Facilitator attends PL
to be trained to
facilitate teacher
courses - 10 half-days
offered

Indicator 2. FA
for Summer
Teacher Course -
Attendance

0: <8 OR >25 participants

for one or more days
1: 8 to 25 participants
every day.
Threshold = 1

0: attended <8 half days
1: attended at least 8 half
days
Threshold = 1
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Same as unit level
Threshold =1

0: <100% of the Teacher
Course Facilitators attend
at least 8 half days

1: 100% Teacher Course
Facilitators attend at least
8 half days

Threshold =1

Met at the indicator
level
Score = 1

The FA had 20 to 21
participants every day.

Met at the indicator
level
Score =1

CA and Wl had 9 and 11
facilitators, respectively.
100% of facilitators
attended at least 8 half-
days.

Met at the indicator
level
Score = 1
The WIFA had 12 to 16
participants every day.
The CAFA had 9
participants every day.
Met at the indicator
level
Score =1

CA and Wl had 9 and 8
facilitators, respectively.
100% of facilitators
attended at least 8 half-
days.
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TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Scores for levels of

implementation at the unit
level

Scores for levels of
implementation at the
sample level

Fidelity in 2016

Fidelity in 2017

Indicator

Indicator 3. FA
for PLCs -
Attendance

Operational definition

Whether PLC
Facilitator attends PL
to be trained to
facilitate school-
based PLCs for
teachers - 1 day
offered

0: did not attend
1: attended
Threshold = 1

Criteria for implementing Component 2 with fidelity

0: <60% of treatment
schools have a PLC
Facilitator attend FA for
PLCs
1: > 60% of treatment
schools have a PLC
Facilitator attend FA for
PLCs

Threshold =1

Sum of indicator scores
Range : 0-3
Threshold : 3

Met at the indicator

level
Score =1
29 of 30 (96.7%)

treatment units had at
least 1 LC member
attend.

Met at the component
level

Score =3

Met at the indicator
level

Score = 1

23 of 30 (76.67%)
treatment units had at
least 1 LC member
attend.

Met at the component
level Score = 3

Component 3: Administrators

Indicator 1:

Administrator
workshop

Whether school
administrator attends
PL on supporting
teachers & science
teaching in schools —
one day offered

0: did not attend
1: attended
Threshold = 1
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0: <60% of treatment
schools have an
administrator attend the
administrator workshop
1: 260% of treatment
schools have an
administrator attend the
administrator workshop

Threshold = 1

Met at the indicator
and component levels

Score = 1

25 of 30 (83.3%)
treatment units had at
least 1 administrator
attend.

Met at the indicator
and component levels
Score = 1

20 of 30 (66.67%)
treatment units had at
least 1 administrator
attend.
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TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Indicator Operational definition

Teacher attends
Teacher Course
section with average
of 9 participants per
day and no fewer
than 6 on any one day

Indicator 1:
Summer Teacher
Course -

Delivery

Scores for levels of
implementation at the unit
level

Component 4: Teacher Summer Course Delivery

0: No
1: Yes (teacher attends
course section with
average of 9 participants
per day and no fewer than
6 on any one day)

Threshold = 1
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Scores for levels of
implementation at the
sample level

School-level

0: <50% teachers in school
who met fidelity at the
unit-level
1: 250% of teachers in
school who met fidelity at
the unit-level

Threshold =1

Sample-level
0: <75% of schools with a
score of 1
1: 275% of schools with a
score of 1

Threshold =1

Fidelity in 2016

Met at the indicator
level

Score = 1

All teachers who were
eligible to receive a score
under indicator 1 met the

threshold because all

course sections had
between 15 and 25
participants. Therefore,
fidelity was also met for
school- and sample-
levels.

Fidelity in 2017

Met at the indicator
level

Score =1

All teachers who were
eligible to receive a score
under Indicator 1 met this

threshold because all

course sections had
between 10 and 22
participants.

Therefore, fidelity was

also met for school- and

sample-levels.
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TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Scores for levels of
implementation at the unit

Scores for levels of

implementation at the

Indicator

Operational definition

Teacher attends
course section with
the following
structure (activities
and time allocation):

Science whole group
- 80% of allotted time

hd
Indicator 2: each cay

Summer Teacher
Course -
Structure

Science small group —
80% of allotted time
each day

Teaching small &
large group
combined - 60% of
allotted time for week
Literacy small & large
group combined —
60% of allotted time
for week

level

Fidelity determined by
summing points for each
dimensions of the course

structure:

1 point each day (up to 5

points total) when Science

Investigation small group

time is > 80% of allocated
time

1 points each day (up to 5

points total) when Science

Investigation whole group

time is > 80% of allocated
time

2 points when the
combined Teaching
Investigation time is > 60%
of allocated time for week

2 points when the
combined Literacy
Investigation time is > 60%
of allocated time for week
0: <12

2:12 ormore

Threshold = 2
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sample level Fidelity in 2016

Met at the indicator
level

Score =1

All teachers who were
eligible to receive a score
under indicator 1 met this

threshold because all
course sections received

at least 12 points.

Same as indicator 1

Therefore, fidelity was
also met for school- and
sample-levels.

Fidelity in 2017

Met at the indicator
level

Score =1

All teachers who were
eligible to receive a score
under Indicator 1 met this

threshold because all
course sections received

at least 13 points.

Therefore, fidelity was
also met for school- and
sample-levels.
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TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Scores for levels of
implementation at the unit
level

Scores for levels of
implementation at the

Fidelity in 2016

Fidelity in 2017

Operational definition

Indicator

Percentage of
qualities of the course
section that teacher

0: Selects <60% of
qualities from list

Indicator 3: |nd|'cates having 1: Selects >60% of qualities
Summer Teacher  experienced, from a from list
Course - Process list of potential

qualities for a culture

of collaboration and Threshold = 1

respect

Criteria for implementing Component 4 with fidelity

sample level

Same as indicator 1

Sum of indicator scores
Range:0-3
Threshold : 3

Met at the indicator
level

Score =1

All teachers who were
eligible to receive a score
under indicator 1 met this

threshold because all

course sessions met the
threshold. Therefore,
fidelity was also met for
school- and sample-
levels.

Met at the component
level

Score =3

Met at the indicator
level

Score =1

All teachers who were
eligible to receive a score
under Indicator 1 met this

threshold because all

course sessions met the
threshold. Therefore,
fidelity was also met for
school- and sample-
levels.

Met at the component
level

Score =3

Component 5: Teacher Summer Course Attendance

Number half-days
teacher attends

Summer Teacher Teacher-level score

Summer Teacher

Course — 10 half- 0: <7 half-days attended
Course: d ffored
ays orrere 1:>7 half-days attended
Teacher D i Earth
Attendance Synamlc ;&Eé_
ummer Threshold =1
Planet Earth —
Summer 2017
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School-level score
0: <50% teachers in school
meet the threshold
1: 250% of teachers in
school meet the threshold
Threshold =1
Sample-level threshold
0: <75% of schools with a
score of 1
1: 275% of schools with a
score of 1
Threshold =1

Met at the indicator
and component level
Score =1
Of 125 teachers? who
were eligible to receive a
score, 118 (94.4%)
attended at least 7 half-
days.

29 of 30 (96.7%) schools
had score of 1

Met at the indicator
and component level
Score =1

Of 114° teachers who
were eligible to receive a
score, 100 (87.7%)
attended at least 7 half-
days.

29 of 30 (96.7%) schools
had score of 1
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TABLE 4. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE FOR CALENDAR YEARS 2016 AND 2017

Indicator Operational definition

Total hours teacher
attends PLC
meetings; 6 2-hour
meetings offered
each year (total: 12
hours)

School Year PLC:

Attendance

Scores for levels of

implementation at the unit

level

Scores for levels of
implementation at the
sample level

Component 6: School Year PLC

0: <6 hours (or 3 PLCs)

1: at least 6 hours (or 3
PLCs)

Note. PL = professional learning; PLC = Professional Learning Community

a This sample of 125 teachers consists of teachers who were in the study early enough in the summer prior to Year 1 (2016-17) to attend the first summer course and still in the study

in the fall of Year 1 (2016-17) to participate in the school-year PLC meetings.

b This sample of 114 teachers comprises of teachers who were in the study early enough in the summer prior to Year 2 (2017-18) to attend the first summer course and still in the

study in the fall of Year 2 (2017-18) to participate in the school-year PLC meetings.

School-level
If school has more than 3
teachers, then
0: <50% teachers in school
meet the threshold
1: 250% of teachers in
school meet the threshold
If school has 3 or fewer
teachers, then
0: fewer than 2 teachers in
school meet the threshold

1:two or more teachers in
school meet the threshold

Sample-level threshold
0: <75% of schools with a
score of 1
1: 275% of schools with a
score of 1

Threshold =1

Fidelity in 2016

Met at the indicator
and component levels

Score =1

121 of 125 (96.8%) of
teachers who were
eligible to receive a score
for this indicator met the
threshold.

30 of 30 (100%)

schools had score of 1

Fidelity in 2017

Met at the indicator
and component levels

Score =1

103 out of 114 (90.35%) of
teachers who were
eligible to receive a score
for this indicator met the
threshold.

25 of 30 (83.3%) schools
had score of 1
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FIDELITY MATRIX ACROSS THE TWO SCHOOL YEARS FOR COMPONENTS 5 AND 6

Table 5 presents FOI across the two school years (2016-17 and 2017-18) for Components 5 (Teacher Summer Course:
Attendance) and 6 (PLC meetings: Attendance). WestEd deemed it important to calculate FOI across the two years for
these two components because the Making Sense of SCIENCE model theorizes that in order for teachers to have a
“sufficient” level of participation, they need to be exposed to the range of content which varied from one year to the next.
By assessing FOI separately for each year, we would not be able to determine the proportion of teachers who received

professional learning for both years.

We did not measure fidelity of implementation across the two years for Components 1-3 (related to Leadership
Professional Learning) based on the rationale that Leadership Cadre members can be successful in facilitating a summer
course after attending the 5-day Facilitation Academy for the given course and in leading PLCs with only one year of
experience. Similarly, while administrators are more likely to be effective with two years of participation, WestEd
hypothesized that participating in the Making Sense of SCIENCE professional learning for one year should allow
administrators to adequately support their staff and to make policy changes. Therefore, FOI was based on any
representation from the school in each of the two years (that is, meeting the threshold did not require the same
administrator to be present in both years). Component 4 (Teacher Professional Learning Delivery, Structure, and Process)
was also not included in the FOI calculations across the two years because the quality of professional learning can be

independent across the two years.

In FOI calculations across two years for Components 5 and 6, we used two samples. The first sample consisted of all 185
Making Sense of SCIENCE teachers, including those who attrited and those who joined the study during the study years."”
The second sample comprised of 136 Making Sense of SCIENCE teachers who were present at randomization.20 FOI for
sample 1 indicated the extent to which the full sample of Making Sense of SCIENCE teachers received the intervention as
intended by program developers, which requires attendance at summer courses and PLCs for both study years. FOI for
sample 2 provides this information for the sample of baseline teachers. We elected to report FOI for these two samples
and not for the various analytic samples because they represent the two broadest groups of participating teachers in the

study 2!

Notably, we observed strong uptake of Making Sense of SCIENCE within each year, among teachers who were in the
study early enough in the summer to participate in summer course and were still in the study in the following fall. In
Year 1 (2016-17), 94% of teachers, and in Year 2 (2017-18), 88% of teachers met the fidelity threshold for attendance at the
summer professional learning institutes; 97% of teachers in Year 1 and 90% of teachers in Year 2 met the fidelity threshold

19 A total of 329 teachers consented to participate in the study, regardless of when they consented (pre- or post-randomization, at
baseline or in Year 1 or Year 2) and whether or not they attrited from the study. Among these 329 teachers, 185 teachers were in Making
Sense of SCIENCE schools.

20 At randomization, there were 269 teachers who were randomly assigned to conditions by virtue of their schools being randomly

assigned. Among these 269 teachers, 136 were assigned to the Making Sense of SCIENCE schools.

21 Recall that the Making Sense of SCIENCE model emphasizes collaboration among teachers at the schools, particularly at PLC
meetings. Given the thresholds determined for the school level, limiting the FOI sample to the subset of teachers included in the
analytic samples would have made the school-level FOI results uninterpretable. Additionally, FOI at the teacher level was rolled up to
the school level, and the low number of teachers per school in the analytic sample introduced an element of arbitrariness for meeting
the fidelity threshold.
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for attendance at the PLC meetings. Yet, only 54% of study teachers met the attendance threshold for the summer courses,
and 56% of teachers met the attendance threshold for PLC meetings for both years, due to the instability of the sample
across the two years. Among the 185 participating teachers who were in Making Sense of SCIENCE schools, including
those who attrited and those who joined the study during the two years, only 97 teachers (52%) were teaching study-

eligible classes when summer professional learning was offered and when classes started in the fall for both study years.
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TABLE 5. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE ACROSS THE TWO SCHOOL YEARS FOR COMPONENTS 5 AND 6

Scores for levels of implementation at Scores for levels of implementation Fidelity across

Indicator Operational definition the unit level at the sample level 2016-17 and 2017-18

Component 5: Teacher Summer Course

Sample 1:
Number half.d " 100 of 185 2 teachers (54.1
Summer Teacher umber halt-days teacher 0: <7 half-days attended in either or %) met the unit-level
attends Summer Teacher both of the years. threshold
Course: Teacher Course — 10 half-days 57 half . h .
Attendance offered for each of the 1: 27 half-days attended in bot Sample 2:
two summer courses years. 83 of 136° teachers (61.0
%) met the unit-level
threshold.
Sample 1:
19 of 30 (63.3%) schools
Threshold for school level: Threshold for sample level: met the threshold. Did not
e e o) @ eenan e 0: <50% teachers in school meetthe  0: <75% of schools with a score of meet fidelity.
fidelity threshold 1
1: 250% of teachers in school meetthe 1:>75% of schools with a score of Sample 2:
threshold 1 25 of 30 (83.3%) schools
met the threshold. Met
fidelity.
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TABLE 5. FIDELITY MATRIX FOR MAKING SENSE OF SCIENCE ACROSS THE TWO SCHOOL YEARS FOR COMPONENTS 5 AND 6

Operational definition

Indicator

Scores for levels of implementation at

the unit level

Scores for levels of implementation

at the sample level

Fidelity across
2016-17 and 2017-18

Total hours teacher
attends PLC meetings; 6
2-hour meetings offered
each year (total: 12 hours)

School Year PLC:

Attendance

Criteria for implementing Component 6 with
fidelity

Component 6: School Year PLC

0: <total possible

1 (High): total possible hours
attended

If school has more than 3 teachers,
then

0 <50% teachers in school meet the

threshold

1: 250% of teachers in school meet

the threshold

If school has 3 or fewer teachers,
then

0: fewer than 2 teachers in school
meet the threshold

1: two or more teachers in school
meet the threshold

Note. PL = professional learning; PLC = Professional Learning Community

0: <75% of schools with a score of
1

1: >75% of schools with a score of
1

Sample 1:

103 of 185 teachers
(55.7%) met the unit-level
threshold
Sample 2:

79 of 136 teachers (59.4%)
met the unit-level

threshold.

Sample 1:
21 of 30 (70.0%) schools

met the threshold. Did not
meet fidelity.

Sample 2:
21 of 30 (70.0%) schools

met the threshold. Did not
meet fidelity.

2There was a total of 329 teachers who consented to participate in the study, regardless of when they consented (pre- or post-randomization, at baseline, or in Year 1 or Year 2)
and whether or not they attrited from the study. Among these 329 teachers, 185 teachers were in Making Sense of SCIENCE schools.

b At randomization, there were 269 teachers who were randomly assigned to conditions by virtue of their schools being randomly assigned. Among these 269 teachers, 136 were

assigned to the Making Sense of SCIENCE schools.
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Chapter 4. Impact on Teacher Content Knowledge and Pedagogical Content
Knowledge

INTRODUCTION

A critical outcome of the Making Sense of SCIENCE professional learning model is improvement in teacher content
knowledge and pedagogical content knowledge in the multiple science disciplines they are expected to teach. This
chapter focuses on the impact of Making Sense of SCIENCE on these two outcomes, and it addresses the following

questions.

e Confirmatory: What is the impact of Making Sense of SCIENCE after two years of implementation on teacher
content knowledge when compared to study participants in control schools receiving the business-as-usual
science professional learning?

e Exploratory: What is the impact of Making Sense of SCIENCE after two years of implementation on teacher
pedagogical content knowledge when compared to study participants in control schools receiving the business-
as-usual science professional learning?

This chapter is organized into three sections: teacher content knowledge, teacher pedagogical content knowledge, and a
discussion of the key findings on both outcomes. Within each of the first two sections, we 1) describe the measure, the
analytic samples (including levels of attrition and baseline equivalence), and our approach to analysis, and 2) present the

impact findings for each sample and moderator analyses.
TEACHER CONTENT KNOWLEDGE: METHODS

Measure

As detailed in the methods chapter, the teacher content knowledge assessment comprises items adapted from a variety of
sources (MCAS, NECAP, MOSART, and NAEP). There was one form with 32 selected response items.?2 The items were
piloted in Year 1 of the study (2016-17) and selected for use in Year 2 (2017-18), on the basis of their degree of difficulty,
high point-biserial correlations, and alignment with NGSS disciplinary core ideas. We obtained scale scores through 2-
parameter logistic (2-PL) Item Response Theory calibration. The achieved Cronbach’s alpha for the assessment was 0.78.

(See Appendix C for more information about the teacher content knowledge assessment.)

Sample

Recall that the study started with 269 teachers enrolled in the study at the time of random assignment (described in the
methods chapter). Of these, 183 were randomly selected for data collection activities. This group was labelled the Baseline
Representative Sample (BRS). For the analysis of impact on teacher content knowledge we focus on the subset of the BRS
teachers who completed a posttest in spring 2018. We report results for two samples, both of which we consider to be

important.

1. The first (“Mixed sample”) consists of 118 teachers. This sample represents the largest available sample of teachers

out of the 183 BRS group. It includes teachers who were initially randomized and randomly selected for outcomes

220Only 29 were included in the analysis as detailed in Appendix C.
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data collection, and who also took the posttest. This Mixed sample includes 30 teachers (15 treatment, 15 control)
who completed the posttest even though they were no longer active in the study at the time the posttest was
administered. The 15 treatment teachers all had less than full exposure, with their level of exposure varying
depending on when they left the study. Five left the study prior to start of professional learning and therefore had
no exposure; others left at some point during the study and had some exposure. 22 Therefore, impact associated
with the fuller sample represents the effect of Making Sense of SCIENCE based on active and inactive

participants.?*

2. The second (“Retained in Study” sample) (n = 88) is the same as the Mixed sample, with one difference. This sample
includes only teachers from the Mixed sample who were active in the study for the entirety of the implementation
period. In other words, this sample differs from the first sample by the exclusion of the 30 teachers who dropped
out of the study. Note that “active” implies that they were still participating in the study (i.e. had the opportunity
to attend all professional learning) and were teaching eligible grades (i.e. had the opportunity to apply what they
learned in professional learning), but not necessarily that they participated in all professional learning activities.

Impact associated with the Retained in Study sample represents the effects for such teachers.

As program evaluators, we endorse the impact finding of the Retained in Study sample; the impact result of the Mixed
sample does not reflect a typical implementation scenario. For understanding impact under conditions of normal
implementation, we are interested in the effects on teachers who currently have the opportunity to attend Making Sense
of SCIENCE professional learning (i.e., have normal differences in levels of exposure) and to implement what they have
learned thus far from the professional learning in their classrooms. We are less interested in impacts on teachers who
were no longer in the study because they had left the school or were no longer teaching a study-eligible grade or subject.

Impact on the Mixed sample would have included such teachers. 25

Attrition

We show attrition counts for the Mixed sample (Table 6) and for the Retained in Study sample (Table 7). With the Mixed
sample, the study has potential to meet WWC evidence standards without reservations. For the Retained in Study sample,

the study has potential to meet evidence standards with reservations.

2 Of the other 10 teachers, 4 had left the school, 5 had left a study-eligible grade, and 1 had left a study-eligible subject.

24 The rationale for evaluating impact on the Mixed sample was that we wanted as large a sample as possible for evaluating the impact
of Intent To Treat. Limiting attrition also would allow the result to potentially meet WWC Evidence Standards without reservations.

2 Another alternative to examining impacts on the Retained in Study sample of teachers who participated in Making Sense of SCIENCE
for the full implementation period would have been to estimate the Complier Average Causal Effect (CACE). (We estimate the impact
of Intent To Treat (ITT) using the Mixed sample). Conducting a CACE analysis consistent with WWC standards would require us to
define compliance as having received any of the program. In this study, of the 118 BRS teachers for whom we obtained a posttest, 113
were compliant by this criterion. We did not think the result from a CACE analysis would differ much from the ITT analysis for 118
teachers. Furthermore, we were less interested in estimating impacts for teachers exposed to any amount of Making Sense of SCIENCE
(which is what the CACE analysis would estimate) than for teachers exposed to all or most of the program (which we estimated using
the Retained in Study sample). Therefore, we did not pursue the CACE analysis.
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TABLE 6. ATTRITION COUNT FOR THE EVALUATION OF IMPACT ON TEACHER CONTENT KNOWLEDGE
(MIXED SAMPLE)

Number  Number of schools in Number of Number of
of schools the sample used in Attrition teachers at teachers (in non-  Attrition

randomly analysis of 118 of baseline (in non-  attriting schools) of

assigned teachers schools attriting schools) with posttests) teachers

MsSS (N) 30 27 10.0% 84 60 28.6%
Control (N) 30 27 10.0% 81 58 28.4%
Total N 60 54 165 118

Overall attrition 10.0% 28.5%
Differential attrition 0% 0.2%
Potential for bias low low

Note. MSS stands for the group that received the Making Sense of SCIENCE professional learning.

TABLE 7. ATTRITION COUNT FOR THE EVALUATION OF IMPACT ON TEACHER CONTENT KNOWLEDGE
(RETAINED IN STUDY SAMPLE)

Number Number of schools in Number of Number of
of schools the sample used in Attrition teachers at teachers (in non-  Attrition

randomly analysis of 88 of baseline (in non-  attriting schools) of
assigned teachers schools  attriting schools) with posttests teachers

Mss (N) 30 25 16.7% 78 45 42.3%
Control (N) 30 22 26.7% 69 43 37.7%
Total N 60 47 147 88

Overall attrition 21.6% 40.1%
Differential attrition 10.0% 4.6%
Potential for bias high high

Note. MSS stands for the group that received the Making Sense of SCIENCE professional learning.

Tests of Baseline Equivalence

We assessed baseline equivalence on the pretest for (a) the baseline sample, (b) the Mixed analytic sample, and (c) the
Retained in Study sample. For the Mixed sample, because attrition was low, it was not necessary to establish baseline
equivalence for the result to be eligible to satisfy NEi3/WW3 evidence standards without reservations. For the Retained in
Study sample, because attrition was high, we needed to establish baseline equivalence for the result to meet evidence

standards with reservations. Results are displayed in Table 8. We observe that for the Retained in Study analytic sample,
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baseline equivalence was established, and the impact finding is eligible to meet evidence standards with reservations,

provided we adjust for the pretest in the impact model. The impact analysis described below includes this adjustment.

TABLE 8. TESTS OF BASELINE EQUIVALENCE ON PRETESTS BETWEEN MAKING SENSE OF SCIENCE
AND CONTROL FOR THE BASELINE REPRESENTATIVE AND ANALYTIC SAMPLES (MIXED AND
RETAINED IN STUDY SAMPLES)

Analytic (Retained in

Baseline Analytic (Mixed) Study)
Pretest
N (Schools) 60 54 47
N (Teachers) 183 118 88
Point estimate -0.01 -0.02 -0.02
Standard error 0.01 0.02 0.02
p value 0.509 0.254 0.442
Standardized effect size -0.07 -0.15 -0.13
]
Analysis

We evaluated the impact of Intent To Treat on teacher content knowledge after two years of program implementation. We
estimated impact using a hierarchical linear model with fixed block (pair) effects and school-level random effects.
Covariates included a science content knowledge pretest that was administered before random assignment. (The full HL
models are provided in Appendix H; the full list of covariates is shown with the complete impact finding in Appendix L)
We used full ML estimation and report robust standard errors. We addressed missing values for covariates other than the

pretest using dummy variable imputation. Cases without a pretest or a posttest were removed.

TEACHER CONTENT KNOWLEDGE: FINDINGS

Overall Impact
In Table 9 and Table 10, we exhibit the main impact findings for the Mixed and Retained in Study samples. (The full results

from the impact models are in Appendix I.) For the Mixed sample (1 = 118 teachers), we observed a positive but not
statistically significant impact, with a standardized effect size of 0.22 (p = .165). For the Refained in Study sample (n = 88

teachers), we observed a positive and statistically significant impact, with a standardized effect size of 0.56 (p =.006).

TABLE 9. RESULTS OF IMPACT ANALYSIS FOR THE MIXED SAMPLE

Standard No. of No. of Effect Change in
Condition Means deviations schools teachers size p value percentile ranking
Unadjusted Control -0.10 0.84 27 58
fect size® 0.12 404 4.8%
eitect size MSS 0.03 0.90 27 60
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TABLE 9. RESULTS OF IMPACT ANALYSIS FOR THE MIXED SAMPLE

Standard No. of No. of Effect Change in
Condition Means deviations schools teachers size p value percentile ranking
Adjusted Control -0.10
£ b 0.22 165 8.7%
ertect size MSS 0.09

Note. MSS defines the group receiving the Making Sense of SCIENCE professional learning. The p values are for the corresponding
impact estimates in the impact model.

a The unadjusted effect size is the impact estimate from a model with pair fixed, and school random effects, and without covariates,
divided by the pooled standard deviation of the outcome variable.

bThe adjusted effect size estimate is the point estimate for impact from the benchmark model divided by the pooled standard
deviation of the outcome variable.

TABLE 10. RESULTS OF IMPACT ANALYSIS FOR THE RETAINED IN STUDY SAMPLE

Standard No. of No. of Effect Change in
Condition Means deviations schools teachers size p value percentile ranking

Unadjusted Control -0.13 0.88 22 43

£ - 0.40 050 15.6%
eftect size MSS 0.21 0.86 25 45
Adjusted Control -0.13

ffect sizeb 0.56 006 21.1%
errect size MSS 0.35

Note. MSS defines the group receiving the Making Sense of SCIENCE professional learning. The p values are for the corresponding
impact estimates in the impact model.

2 The unadjusted effect size is the impact estimate from a model with pair fixed, and school random effects, and without covariates,

divided by the pooled standard deviation of the outcome variable.

bThe adjusted effect size estimate is the point estimate for impact from the benchmark model divided by the pooled standard
deviation of the outcome variable.

Sensitivity Analyses

We conducted a series of sensitivity analyses for both the Mixed and Retained in Study samples. The results are
summarized in Table 11. The results from the analysis using the benchmark model are repeated at the top of the table to
facilitate comparison. All models included school and teacher random effects and pair fixed effects (unless otherwise
noted). They are as follows (in the order in Table 11): (a) with posttests calculated using the percent correct metric, (b)
with posttests scaled using a 1-Parameter (1-PL) model, (c) a 2-Parameter Logistic (2-PL) model with no covariates, (d) a
2-PL model with the pretest as the only covariate, and (e) the benchmark model with blocks modeled as random instead
of as fixed effects.?6 Results from all models support the same conclusions as would be drawn from the benchmark

models.

26 We also considered using Multiple Imputation methods to address missing values of covariates, including the pretest. The method
would add value if it allowed a larger sample of teachers by virtue of including ones with a missing pretest. However, none of the

teachers in the samples considered here had a missing pretest; therefore, we did not apply this approach.
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TABLE 11. RESULTS OF SENSITIVITY ANALYSES OF IMPACTS ON TEACHER CONTENT KNOWLEDGE

Mixed sample (n = 118) Retained in Study sample (n = 88)

Benchmark impact model

Percent correct scaling of the
posttest

1-PL scaling of the posttest

2-PL scaling of the posttest with
no covariates (block and school
and teacher random effects only)

2-PL scaling of the posttest with
pretest as the only covariate (2-
PL)

Benchmark with random block
effects

Impact estimate: 0.19
Standard error: 0.13
Effect size: 0.22
p value: .165

No transformation of the posttest
Impact estimate: 0.04
Standard error: 0.03
Effect size: 0.23
p value: .154

Taking the square of the posttest
Impact estimate: 0.06
Standard error: 0.03

Effect size: 0.27
p value: .093

Impact estimate: 0.21
Standard error: 0.14
Effect size: 0.25
p value: .131

Impact estimate: 0.11
Standard error: 0.13
Effect size: 0.12
p value: .404

Impact estimate: 0.18
Standard error: 0.14
Effect size: 0.21
p value: .195
Impact estimate: 0.26
Standard error: 0.18
Effect size: 0.20
p value: .148

Impact estimate: 0.48
Standard error: 0.16
Effect size: 0.56
p value: .006

No transformation of the posttest
Impact estimate: 0.10
Standard error: 0.03
Effect size: 0.62
p value: .002

Taking the square of the posttest
Impact estimate: 0.48
Standard error: 0.16

Effect size: 0.55
p value: .006

Impact estimate: 0.52
Standard error: 0.15
Effect size: 0.60
p value: .002

Impact estimate: 0.35
Standard error: 0.17
Effect size: 0.40
p value: .050

Impact estimate: .39
Standard error: .17
Effect size: .45
p value: .034

Impact estimate: 0.48
Standard error: 0.21
Effect size: 0.55
p value: .030

aWhen scored as percent correct, posttest distributions were skewed (values of skew are -0.68 for the Mixed sample and -0.71 for the
Retained in Study sample). A square transformation reduced skew (-0.12 for the Mixed sample and -0.16 for the Retained in Study

sample). We analyzed impacts before and after applying the transformation. Posttest distributions based on other approaches to
scaling did not exhibit substantial skew.
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Moderator Analyses

To evaluate whether attributes of teachers moderated impacts on teacher content knowledge, we expanded the
benchmark models that were used to estimate the average impact of Making Sense of SCIENCE on teacher content
knowledge to include an interaction term between the moderator of interest and the term indicating random assignment

status. The moderating effects were evaluated one at a time.?”

Mixed Sample

For the Mixed sample, we observed no differential impact depending on a teacher’s incoming level of content knowledge,
with an estimate of -0.553 (p = .535) (interpreted as the change in impact for each unit increase in the pretest). We also
found no differential impact depending on years of teaching experience, with an estimate of -0.012 (p = .332) (interpreted
as the change in impact for each additional year of teaching). Further, we observed no difference in impact depending on
whether a teacher was a teacher leader, with an estimate of 0.034 (p = .892) (interpreted as the added-value impact for a

teacher being a teacher leader). These results are also summarized in Table 12.

TABLE 12. MODERATING EFFECTS ON TEACHER CONTENT KNOWLEDGE USING THE MIXED SAMPLE

No. of Differential Standard

Moderator Interpretation teachers impact error

increase in impact for
each unitincrease in 118 -0.553 0.823 38 -.63 535
the pretest

Teacher's incoming level
of content knowledge

increase in impact for
each additional year 103 -0.012 0.012 27 -99 332
teaching

Years of teaching
experience

the added value
impact for teachers

belonging in the

leadership cadre

Is a Teacher Leader

118 0.034 0.247 37 14 892

Note. The pretest is in raw score units with mean 0.60 and standard deviation 0.13. The posttest is in 2-PL scale score units, with

mean -0.03 and standard deviation 0.87.

Retained in Study Sample

For the Retained in Study sample, we observed no differential impact depending on a teacher’s incoming level of content
knowledge, with an estimate of 0.167 (p = .914) (interpreted as the increase in impact for each unit increase in the pretest).
We also found no differential impact depending on years of teaching experience, with an estimate of -0.012 (p = .378)
(interpreted as the increase in impact for each additional year teaching). Further, we observed no difference in impact

7 For this outcome, we do not evaluate moderating effects simultaneously. We did so in the analysis of impacts on student science
achievement where we found a marginal differential impact by ELL status, and the combined analysis was used to assess the

robustness of that effect to simultaneously model effects of other moderators.
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depending on whether a teacher was a teacher leader, with an estimate of 0.113 (p = .670) (interpreted as the added-value

impact for a teacher being a teacher leader). These results are also summarized in Table 13.

TABLE 13. MODERATING EFFECTS ON TEACHER CONTENT KNOWLEDGE USING THE RETAINED IN
STUDY SAMPLE

No. of Differential Standard

Moderator Interpretation teachers impact error

increase in impact for
each unitincrease in 88 0.167 1.514 15 15 914
the pretest

Teacher's incoming level
of content knowledge

increase in impact for
each additional year 78 -0.012 0.013 10 92 .378
teaching

Years of teaching
experience

the added value
impact for teachers

belonging in the

leadership cadre

Is a Teacher Leader

88 0.113 0.262 14 43 670

Note. The pretest is in raw score units with mean 0.60 and standard deviation 0.14. The posttest is in 2-PL scale score units, with

mean 0.04 and standard deviation 0.77.

We also examined if impacts were greater in stronger implementing districts. For the larger sample of teachers (n = 118),
based on a Type-3 test of fixed effects, we observed variation in impact across districts (p <.001). Limited to 48 teachers in
the three stronger implementing districts, we observed a positive impact on teacher content knowledge of 0.874 scale
score units (1.00 standardized effect size, p = .006). For the smaller sample of teachers (n = 88), based on a Type-3 test of
fixed effects, we observed variation in impact across districts (p <.001). Limited to 35 teachers in the three stronger

implementing districts, we were not able to obtain a stable estimate and we do not report a result.

TEACHER PEDAGOGICAL CONTENT KNOWLEDGE: METHODS

Measure
As our research partner HRA explained in their report (Wong et al., 2020), the Refined Consensus Model (RCM) of
pedagogical content knowledge (PCK) (Carlson et al., 2019) posited three levels of PCK:

1) collective PCK (cPCK), the professional knowledge held by a group of educators in a field;
2) personal PCK (pPCK), the professional knowledge held by an individual teacher; and

3) enacted PCK (ePCK), the knowledge and pedagogical reasoning that a teacher uses during the process of planning
instruction, teaching, and reflecting on instruction and student outcomes around a particular topic for a particular
set of students.
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The instrument for teacher pedagogical content knowledge assessed ePCK. More specifically, the instrument assessed the

following areas of teachers’ abilities and knowledge relating to weather and erosion:
a) ability to interpret student work;
b) knowledge of typical student difficulties;

c) knowledge of effective instructional strategies for supporting fourth- and fifth-grade students in making

observations, providing evidence, and constructing scientific explanations; and
d) the explicitness of teachers’ pedagogical reasoning.

The instrument used in this study to measure pedagogical content knowledge, adapted from PCK items developed by
HRA in prior research studies about Making Sense of SCIENCE (e.g. Heller et al., 2010; Daehler et al., 2015), was a cluster
of prompts centered around one of the constructed-response assessment tasks presented to fourth- and fifth-grade
students in this study. The item asked teachers to evaluate a hypothetical student’s response to a question about erosion
that asked students to respond to three prompts: (1) make a claim, (2) provide evidence, and (3) explain reasoning.
Teachers were asked to (a) state the strengths and weaknesses in the student’s response, (b) state specific difficulties
students may have had in responding to the item, separately from the specific difficulties exhibited by the hypothetical
student, and (c) describe activities to support the student.

Teachers’ responses were rated in the following dimensions.
1. Concept Score: an indicator of teachers’ ability to connect instructional activities to specific conceptual goals

2. Explanation score: an indicator of the quality of the explanation including attention to questions of “why” or
“how,” as well as making claims, providing evidence to support the claim, and explaining how the evidence

supports the claim

3. 2-Dimensional Score: an indicator of the extent to which teachers integrated both science concepts and

explanation practices (i.e., it is not a sum of the Concept and Explanation score)

4. Holistic scale: an indicator based on the overall assessment of the strength of teachers’” PCK as shown in their
responses to the three prompts (Wong et al., 2020)

One rater evaluated all responses, with another rater independently rating 25% of responses for a random subset of
teachers. For double-rated responses, where there were discrepancies, the raters met to resolve inconsistencies. The

interrater reliability (that is, percent agreement between scorers) was 76.7%.

Sample

As with our analysis of impacts on teacher content knowledge, we address impacts on “Mixed” and “Retained in Study”
samples of teachers. There was a close correspondence between the samples used for analysis of impact on teacher
content knowledge and teacher pedagogical content knowledge. We provide sample sizes of teachers and randomized
clusters in Table 14 and Table 15 below.

Attrition
We show attrition counts for the Mixed sample (Table 14) and for the Retained in Study sample (Table 15). With the Mixed
sample, the study is in the WWC category of having a “tolerable threat of bias under both optimistic and cautious
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assumption.” For the Retained in Study sample, the study is in the WWC category of at best “meeting evidence standards
with reservations.” (For the Retained in Study sample, teacher-level attrition is high enough that there is unacceptable
threat of bias under cautious assumptions, but tolerable threat of bias under optimistic assumptions; however, loss from
study likely resulted from a combination of standard reassignment of teachers to new grade levels as well as from

teachers opting out, possibly reflecting endogenous factors influencing continued participation.)

TABLE 14. ATTRITION COUNT FOR THE EVALUATION OF IMPACT ON TEACHER PEDAGOGICAL
CONTENT KNOWLEDGE (MIXED SAMPLE)

Number of schools in Counts of teachers
Count of the sample used in Attrition Counts of teachers at baseline with

schools at analysis with 114 of at baseline (in non- posttests (in Attrition of
baseline teachers schools attriting schools) nonattriting schools) teachers

MSS (n) 30 26 13.3% 81 56 30.86%
Control (n) 30 27 10.0% 81 58 28.4%
Total N 60 53 162 114

Overall

attrition 11.7% 29.6%
Differential o o
attrition 3.3% 2.5%
Potential

for bias low low

Note. MSS stands for the group of students receiving the Making Sense of SCIENCE professional learning. There is one additional

school lost to attrition (no posttests) compared to the analysis of Teacher Content Knowledge. This results in three fewer teachers in
the count of teachers at baseline among non-attriting schools.

TABLE 15. ATTRITION COUNT FOR THE EVALUATION OF IMPACT ON TEACHER PEDAGOGICAL
CONTENT KNOWLEDGE (RETAINED IN STUDY SAMPLE)

Number of schools in Counts of teachers at
Count of the sample used in Attrition Counts of teachers baseline with

schools at analysis with 87 of at baseline (in non- posttests (in non- Attrition of
baseline teachers schools attriting schools) attriting schools) teachers

MSS (n) 30 25 16.7% 78 44 43.5%
Control (n) 30 22 26.7% 69 43 37.7%
Total N 60 47 147 87

Overall 21.6% 40.8%
attrition

:,::E::t'a' 10.0% 5.8%
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TABLE 15. ATTRITION COUNT FOR THE EVALUATION OF IMPACT ON TEACHER PEDAGOGICAL
CONTENT KNOWLEDGE (RETAINED IN STUDY SAMPLE)

Number of schools in Counts of teachers at
Count of the sample used in Attrition  Counts of teachers baseline with
schools at analysis with 87 of at baseline (in non- posttests (in non- Attrition of
baseline teachers schools attriting schools) attriting schools) teachers
Potential ) ) .
for bias high intermediate

Note. MSS stands for the group of students receiving the Making Sense of SCIENCE professional learning.

Tests of Baseline Equivalence

We tested baseline equivalence for (a) the BRS, (b) the Mixed sample, and (c) the Retained in Study sample. Results are in
Table 16.

TABLE 16. TESTS OF BASELINE EQUIVALENCE ON PRETESTS BETWEEN MAKING SENSE OF SCIENCE
AND CONTROL FOR THE BASELINE REPRESENTATIVE AND ANALYTIC SAMPLES (MIXED AND
RETAINED IN STUDY SAMPLE)

Analytic
Baseline Analytic (Mixed) (Retained in Study)
Pretest
N (schools) 60 53 47
N (teachers) 183 114 87
Point estimate -0.01 -0.02 -0.02
Standard error 0.01 0.02 0.02
p value 509 185 307
Standardized effect size -0.07 -0.18 -0.16
]
Analysis

To assess the impact on teacher pedagogical content knowledge, we began with the standard analytic model used in the
analysis of teacher content knowledge: a hierarchical linear model with fixed block (pair) effects, school-level random
effects, and the same set of covariates. Given that the PCK outcome comprises ordinal responses, we used a logit link
function to model the difference between conditions in the cumulative probability of correct response. We collapsed over
the top intervals in cases where expected cell counts were less than or equal to 5. We adjusted for clustering of teachers in
schools and blocks. We evaluated a model where we included a dummy variable to indicate whether item scores involved
both raters. The rater effect was not appreciable and was excluded. The logistic regression models had difficulty

converging, especially with pair fixed effects and the same covariates as in the benchmark model for evaluating impacts
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on teacher content knowledge. Therefore, we used random effects for matched pairs and the pretest as the only covariate.

In addition to the cumulative logistic regression models, we evaluated impacts using multilevel linear regression models.

For the two main samples, we report results for each of the three rating dimensions, and for the holistic rating. For each,

we report results on the logistic metric and on the linear scale.
TEACHER PEDAGOGICAL CONTENT KNOWLEDGE: FINDINGS

Overall Impact for the Mixed Sample

We display impact results for the Mixed sample for the three main dimensions and for the average and holistic scores in
Table 17. We observed a statistically significant effect for the holistic score based on a linear model, with a standardized
effect size of 0.36 (p = .049).

TABLE 17. IMPACT OF MAKING SENSE OF SCIENCE ON PEDAGOGICAL CONTENT
KNOWLEDGE FOR THE MIXED SAMPLE

Linear scale effect size Cumulative logistic regression effect size
PCK Concept 0.24 (p = .228) 031 (p=.212)
PCK 2D 0.28 (p = .101) 0.36 (p = .103)
PCK Explanation 0.23 (p = .157) 0.21 (p=.176)
Holistic 0.36 (p = .049) 0.41 (p = .068)

Note. The effect size based on the linear model is the point estimate for impact from the benchmark model divided by the

pooled standard deviation of the outcome distribution. The effect size based on the cumulative logistic model is the Cox
Index. The p values are from the associated impact estimates for each model.

Overall Impact for the Retained in Study Sample

We display impact results for the Retained in Study sample for the three main dimensions and for the average and holistic
scores in Table 18. We show the impact estimate from the linear model and the cumulative logistic regression model.
Similar to what we observed for the Mixed sample, the impact on the holistic score evaluated using the linear model

achieves statistical significance, with a standardized effect size of 0.41 (p =.026).

TABLE 18. IMPACT OF MAKING SENSE OF SCIENCE ON PEDAGOGICAL CONTENT
KNOWLEDGE FOR THE RETAINED IN STUDY SAMPLE

Linear scale effect size Cumulative logistic regression effect size
PCK Concept 0.25 (p = .255) N/A
PCK 2D 0.29 (p = .104) 0.38 (p = .150)
PCK Explanation 0.12 (p = .053) 0.28 (p = .252)
Holistic 0.41 (p = .026) 0.50 (p = .053)

Note. The effect size based on the linear model is the point estimate for impact from the benchmark model divided by the
pooled standard deviation of the outcome distribution. The effect size based on the cumulative logistic model is the Cox

Index. The p values are from the associated impact estimates for each model. For the PCK Concept dimension, the logistic
regression model did not converge to a result.
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DISCUSSION

As generalists, elementary school teachers teach across content areas and often do not have the adequate background or
content knowledge to teach science. A recent national survey revealed that 77% of elementary school teachers felt “very
well prepared” to teach ELA and 73% felt “very well prepared” to teach math, but only 31% felt the same level of
preparedness to teach science (Banilower et al., 2018). This discrepancy is likely driven by the focus of policy and
resources allocated toward curriculum, professional learning, and testing in ELA and math. Making Sense of SCIENCE
responds to the growing need for professional learning to support teachers” preparedness and ability to teach science.
Specifically, the teacher professional learning component of Making Sense of SCIENCE is posited to have a direct impact
on teacher content knowledge and pedagogical content knowledge, which can play a critical role in improving
instructional practices and student achievement (Hill et al., 2005; Kanter & Konstantopoulos, 2010). In this study, Making
Sense of SCIENCE was successful in improving teacher content knowledge and pedagogical content knowledge in
science. We observed a positive impact of Making Sense of SCIENCE on teacher content knowledge of 0.56 standard
deviations (p = .006) for the Retained in Study sample of teachers (those who were active in the study for the entirety of the
implementation period). This means that a teacher at the median of performance on the test of content knowledge in the
treatment condition achieved a score corresponding to the 71st percentile in the performance distribution for teachers in
the control condition. The impact was robust across different statistical models. Additionally, exploratory analysis
showed there were no differential effects for teachers with different baseline levels of science content knowledge, number

of years of teaching experience, or whether the teacher was also a teacher leader.

Exploration of the impact of Making Sense of SCIENCE on pedagogical content knowledge revealed a positive impact of
0.41 standard deviations (p = .026) on scores using the holistic rating, and a positive and marginally significant impact on
PCK-explanation scores (ES = 0.12; p = .053) for the Retained in Study sample. There was no impact on the PCK-concept
scores or on scores based on a multidimensional approach to scoring that incorporated both concepts and explanation
(PCK-2D). HRA explains that the holistic rating functions as an overall PCK score, and the score takes into account
whether a teacher’s written responses exhibited PCK in conceptual understanding or the scientific practice of explanation
in any form. In this way, the PCK-explanation and holistic rating may be more sensitive to measuring the impact of the
professional learning, which provided more support for developing teachers' ability to foster student engagement in
scientific practices, as aligned with NGSS priorities (Wong et al., 2020).

Next, we turn to the impact of Making Sense of SCIENCE on teacher attitudes and beliefs, opportunities to learn, and
school climate.
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Chapter 5. Impact on Teacher Attitudes and Beliefs, Opportunities to Learn, and
School Climate

INTRODUCTION

In the previous chapter, we discussed the impact of the Making Sense of SCIENCE professional learning model on teacher
content knowledge and teacher pedagogical content knowledge. Reading from left to right on the Making Sense of
SCIENCE logic model, acknowledging that the trajectory may not be linear, we now discuss the next set of outcomes of
interest: teacher attitudes and beliefs, opportunity to learn, and school climate. Similar to the previous chapter, this
chapter aims to shed light on the “black box” of intermediate outcomes between Making Sense of SCIENCE
implementation and student achievement. This chapter differs from the previous in that the intermediate outcomes

addressed in this chapter are from the teacher surveys.

In this exploratory analysis, for each intermediate outcome, we address the research question: What is the impact of the
Making Sense of SCIENCE professional learning model on the intermediate outcome after two years of implementation of
Making Sense of SCIENCE? We also examine whether the impact is different for teacher leaders compared to non-teacher
leaders. Through this exploration, we hope to identify areas of the logic model that are supported by the empirical

evidence generated in this study, as well as areas that would benefit from further research.

This chapter is organized into three sections. In the first section on methods, we begin by briefly describing the process
undertaken by the evaluation and program teams to create the survey composites (henceforth “outcomes”) and
summarize the resulting list of outcomes. We also summarize the analytic sample and baseline equivalence. We then
present the statistical analysis used to address the research. The second section reports the findings. The final section

provides a summary of results and key takeaways.
METHODS

Measures

This analysis comprises 30 intermediate outcomes across three domains: teacher attitudes and beliefs, opportunity to
learn, and school climate. As described in the background section of this report, however, this study took place during a
time of great change in science instruction. The study’s planning years (2014-15 and 2015-16) immediately followed the
release of the NGSS in April 2013. As was the case with the student and teacher assessments, this shift in science
instruction posed immense challenges in identifying survey scales that could measure NGSS-aligned constructs. The
research team responded to this challenge by collaborating closely with the program developers to create surveys that
consisted of items drawn from multiple sources, including researcher-developed items. Unlike with our confirmatory and
preregistered analyses where the main contrasts and outcome domains were established at the start of the study, we felt it
important to allow the choice of scales to reflect the refinement of the logic model, in order to provide the program

developers with the most up-to-date feedback about impacts on the intermediate outcomes.

After data collection was completed, researchers and program developers collaborated in creating composites to
represent the final set of intermediate outcomes of interest, which were continually refined throughout the two years of

the study. Scales with Cronbach’s alphas below .60 were either discarded or augmented with additional items identified
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by the program developers. There were several iterations of this process before evaluators and program developers

arrived at 30 constructs measured across the three domains, as presented in Table 19.

As mentioned in the introduction chapter, the study administered a baseline survey and three online surveys to teachers,
per year, for two years (2016-17 and 2017-18). Each survey consisted of approximately 40-50 questions, and teachers were
requested to set aside 30-45 minutes to complete each survey. This analysis is primarily based on data from surveys
administered in spring of the 2017-18 school year, as we were often most interested in the final cumulative impact
assessed on the last survey occasion. If an outcome of interest was not measured in the spring 2017-18 survey, we
obtained data collected on the winter 2017-18 survey. For a few outcomes, such as time spent on science instruction, we
aggregated data from all three surveys from the 2017-18 school year, in order to capture the average for the year. We
provide an overview of the outcomes below (see Table B1 in Appendix B for the complete list of the constructs and the
details, such as the number of items and Cronbach’s alphas, for each construct). Table 19 includes the domains and

constructs for intermediate outcomes assessed in this chapter.

Teacher Attitudes and Beliefs

This exploratory analysis includes eight outcomes related to teacher beliefs and attitudes, including teacher confidence in
areas such as addressing student performance, instructional practices, and supporting literacy in science; sense of agency
and self-efficacy; alignment between their own teaching philosophy and NGSS; and beliefs about students. All survey
scales comprise items that are on a 5-point Likert scale. For each outcome, we average over the corresponding items to

arrive at the rating for each teacher.

Opportunity to Learn

The program team identified four components of opportunity to learn: time, instruction, content, and classroom climate.
This exploratory analysis examines the first three components; data for classroom climate are not used because the
achieved scale reliabilities were too low. The time component is measured as the total number of hours the teacher taught
science during the prior four weeks of instruction. Responses are averaged across the fall, winter, and spring surveys. The
instruction component includes four outcomes that focus on NGSS-aligned instructional practices. The content component
includes ten outcomes: three for Disciplinary Core Ideas (DClIs) related to Earth and space science, five for DClIs related to
physical science, one for science and engineering practices (SEPs), and one for cross-cutting concepts (CCCs). Teachers are
asked to indicate whether they did not teach, touched on, or taught in depth for each topic area. Teacher responses are

averaged across the items.

School Climate

This domain focuses on administrator support, teacher-teacher and teacher-administrator relationships, and
collaboration. With the exception of the amount of informal teacher collaboration, all outcomes are measured on a 5-point
Likert scale. The amount of informal teacher collaboration is measured on a 4-point scale ranging from "none" to "more

than 4 hours" during the prior four weeks of instruction.
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TABLE 19. DOMAINS AND CONSTRUCTS FOR INTERMEDIATE OUTCOMES

Domain Construct

Philosophically aligned with NGSS
Belief in life-long learning
Agency in the classroom
Teacher attitudes and Belief that students are capable leamers
beliefs Self-efficacy
Confidence in addressing student performance expectations
Confidence in supporting literacy in science
Confidence in science instructional practices
Time
e Time spent on science instruction
Instruction
e Participating in collaborative discourse
e Explaining ideas and phenomena
e Sense-making of hands-on investigations
e Integration of science and literacy
Content
e Earth and human activity
Opportunity to learn?
e Earth's place in the universe
e FEarth's systems
e Definition of energy
e Conservation of energy transfer
e Matter and its interactions
e Motion and stability — forces and interactions
e  Waves
e Science and engineering practices (SEPs)

e Cross-cutting concepts

Administrator support involving teachers in science leadership

Administrators provide support for teacher collaboration

Administrators prioritize support for teacher professional learing activities
School climate Peer collaboration valued

Trust and respect among peers

Trust and respect between teachers and administrators

Amount of teacher informal collaboration

2 A fourth dimension of opportunity to learn was of interest to program developers: classroom climate. However, data for these

constructs, such as student-centered learning, had low Cronbach’s alphas and thus were excluded from the analysis.
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Sample and Baseline Equivalence

The sample of teachers included in this analysis comprises a subset of the 147 teachers (81 Making Sense of SCIENCE, 66
control) from 55 schools (29 Making Sense of SCIENCE, 26 control) whose students were included in the confirmatory
analysis of impact on science achievement (1 = 2140) and who completed the fall (n = 142), winter (n = 141), and spring (n =
141) surveys. The sample varies slightly depending on which survey a particular outcome draws upon. This particular
sample of teachers is selected for this analysis because it most closely aligns with the sample of students for the main

confirmatory analysis.

Among the sample of 147 teachers, there were 37 teachers (21 Making Sense of SCIENCE, 16 control) who were also teacher
leaders. Teacher leaders included in this sample were those who participated in the study as a classroom teacher and also
served in the Leadership Cadre as a teacher leader. Aside from the professional learning afforded to all teachers at Making
Sense of SCIENCE schools, teacher leaders at Making Sense of SCIENCE schools attended an additional 18 hours of
Leadership Cadre workshops, which included training on facilitating the school-year PLC meetings. A subset of teacher
leaders also attended a 40-hour teacher course facilitation academy on facilitating the summer course institutes. Teacher

leaders at control schools served as the point of contact for the school.

Teachers were selected to be teacher leaders prior to school randomization; however, teacher leaders who left the study
during the study period were replaced by another teacher leader. Of the 37 teacher leaders included in this analysis, 21
were in Making Sense of SCIENCE schools (15 consented prior to randomization), and 16 were in control schools (13

consented prior to randomization).

We tested baseline equivalence on a number of measures —including the teacher content knowledge pretest, teacher
baseline level of confidence and perceived level of influence, teacher education and teaching background, and teacher-
administrator relationships at the school —for the sample of 147 teachers whose students were included in the
confirmatory analysis of impact on science achievement. We found that teachers in control schools reported higher levels
of education (ES =-0.40; p = .048). We found the Making Sense of SCIENCE and control teachers were equivalent at baseline
for other covariates that could be positively associated with outcomes, which we controlled for in impact models: a)
content knowledge pretest (ES =-0.21; p = .237), b) confidence in literacy and discourse (ES = 0.01; p = .956), c) perceived
level of influence (ES =-0.08; p = .676), and d) school culture between teachers and administrators (ES = -0.35; p = .145).28

Statistical Analysis

Main Analysis
The main analysis employs a three-level (teacher, schools and matched pairs) hierarchical linear model that regresses each
of the 30 intermediate outcomes on an indicator of assignment status (Making Sense of SCIENCE or control) and a series of

teacher- and school-level covariates as described in the section on Analysis of Impact of Teachers in Chapter 2.

28 We used the standard approach to testing baseline equivalence with HL models, by regressing the covariate against the indicator of
treatment status and including pair fixed effects and random effects parallel to the impact models. The standardized effect size is the
estimated regression coefficient for the treatment variable divided by the pooled standard deviation of the covariate.
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Additional Analyses and Sensitivity Checks

We conduct several additional analyses to assess the robustness of the main results. We assess five models where we vary

how we model matched pairs and use either Full or Restricted Maximum Likelihood. Results are given in Appendix J.

Moderation Analysis

To assess the extent to which teacher leaders moderate the impact of Making Sense of SCIENCE on intermediate
outcomes, we add two terms to the main model described above: a binary term to indicate whether the teacher is also a

teacher leader and a treatment-teacher leader interaction term:. 2°

For completeness, we report impacts for the full group and subgroups, as well as the differential impact across the
subgroups. The presence of a differential effect should be based on whether the test of differential impact is statistically
significant, and not whether there is a difference between subgroups in the statistical significance of their individual

results.
FINDINGS

Teacher Attitudes and Beliefs

Among the eight constructs related to teacher attitudes and beliefs, for the full sample of teachers, there is a positive and
statistically significant impact of Making Sense of SCIENCE on teachers’ sense of Agency in the Classroom (ES =0.38, p =
.025). The impacts of the remaining outcomes are not statistically significant, though they are all positive, with the
exception Belief That Students Are Capable Learners. One outcome, Confidence in Science Instructional Practices, is marginally
statistically significant (ES = 0.26, p =.083).

For the subgroup of teacher leaders, the impact on Confidence in Addressing Student Performance Expectations is positive and
significant (ES = 0.66, p = .016), and the impact on Confidence in Science Instructional Practices is positive and marginally
significant (ES = 0.49, p = .058).

We observe a differential impact, favoring teacher leaders for the Belief That Students Are Capable Learners outcome (ES =
0.82, p =.022). For Confidence in Addressing Student Performance Expectations, we observe a small difference in impact for

teacher leaders (ES = 0.60) that is close to reaching statistical significance (p = .058) (Figure 6).

2 In several cases, teachers chose to be teacher leaders after random assignment. In analyzing average impacts, we do not include
teacher-leader status as a covariate because it is not strictly a baseline covariate. Because impacts across teacher-leader categories were
not adjusted for teacher-leader status, but subgroup impacts are stratified by teacher-leader status, in a couple of cases, the estimates of

overall impact do not lie between estimates of corresponding subgroup impacts.
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Control @ MSS
Treatment TL

Values Being a Reflective Practitioner Effect Size  |nteraction
All ® 0.06
TL & -0.08 NS
NonTL ® 0.07
Philosophically Aligned With NGSS
All —9 0.24
TL —D 0.52 NS
NonTL @ 0.08
Self-efficacy
All @ 0.14
Tl D 0.01 NS
NonTL L] 0.17
Belief That Students Are Capable Learners
All @ -0.16
TL —@ 0.41 *
NonTL C— 041 *
Confidence in Supporting Literacy in Science
All —9 0.23
TL —-& 0.20 NS
NonTL -9 0.21
Agency in the Classroom
All —_ 038 *
TL —e 0.43 NS
NonTL —9 042 *
Confidence in Science Instructional Practices
All — 026 +
TL —@ 049 + NS
NonTL D 0.16
Confidence in Addressing Student Performance Expectations
All —9@ 0.25
TL —® o6 * +
NonTL ® 0.06

1.0 15 20 25 3.0 35 40 45 5.0
Average rating

FIGURE 6. IMPACTS ON TEACHER ATTITUDES AND BELIEFS

Note. TL = teacher leaders. MSS = Making Sense of SCIENCE.
The sample consists of 141 teachers (36 teacher leaders and 105 non-teacher leaders) who completed the spring 2017-18 survey.

Gray endpoints represent the raw means for the control group. Blue endpoints represent the adjusted means for the treatment
group. The difference between blue and gray endpoints on a line is the regression-adjusted impact estimate for the group in scale
score units.

We based p values on models that employed transformed outcomes (outcomes were transformed if they have a skew of greater
than 0.7). All outcomes were based on a 5-point Likert scale.

For effect size and treatment TL interaction, ***p < 0.001, **p < 0.01, *p < 0.05, +p < 0.1.
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Opportunity to Learn

Opportunity to Learn Derived through Increased Time on Science

We observe a positive impact (ES = 0.40, p = .015) for the Amount of Time Spent on Science for the sample of all teachers.3
For the subsample of teacher leaders, both the Making Sense of SCIENCE and control groups report a lower amount of time
spent on science than their counterparts in the subsample of teachers who are not teacher leaders. The standardized

differential impact for teacher leaders is -0.20, but it is not statistically significant (p = .560) (Figure 7).

Treatment TL

Time On Science Effect Size Interaction
All Control @ MISS 0.40 *
TL B 0.28 NS
NonTL ® 047 *
5 6 7 8 9

Average total number of hours spent on science instruction the past four weeks

FIGURE 7. IMPACT ON OPPORTUNITY TO LEARN DERIVED THROUGH INCREASED TIME ON SCIENCE

Note. TL = teacher leaders. MSS = Making Sense of SCIENCE.

The sample consists of 141 teachers 