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Appendix A. Making Sense of SCIENCE Logic Model Terminology and Definitions 

This appendix provides the key terminologies that were used in the Making Sense of SCIENCE logic 

model and their definitions, as supported by extant literature. This appendix was written and 

provided by the WestEd program team. 

LOGIC MODEL CONSTRUCT DESCRIPTIONS 

Leadership Outcomes  

We posit that the Making Sense of SCIENCE Leadership Development component has a direct impact 

on state, regional, district, school, and teacher leaders and has more distal outcomes on school culture 

and teacher attitudes and beliefs.  

State and Regional Leader Outcomes  

• Deeper knowledge of standards implementation (e.g., NGSS) — State and regional leaders with 

greater knowledge of reform-based standards and best practices associated with standards 

implementation are better equipped to build an infrastructure for developing and sustaining 

improvements for science education in the long term (Penuel, et al., 2014). 

• Greater ability to support implementation of school/district professional learning — With technical 

assistance, state and regional leaders are able to set priorities and adequately align resources to 

support professional learning, and science teaching and learning.  

Administrator Outcomes 

We posit that Making Sense of SCIENCE has an impact on school principals, coaches, and district 

administrators. 

• Deeper knowledge of instructional shifts in science and standards implementation supports — The 

literature suggests that when administrators have deeper understanding of reform-based 

standards and the instructional shifts required, they have a better understanding of how 

demanding this work is and the kinds of supports their administrators and teachers need. 

Subsequently, they are able to provide the appropriate supports for standards implementation 

(Iveland, et al., 2017). 

• Shifted beliefs that learning science is as important as other subjects — Teachers often cite that the 

biggest barrier to teaching science is time, due to the demands to meet accountability 

requirements for math, reading, and writing. When administrators shift their belief that 

science is also an important subject, they are able to signal to teachers that science is a priority 

and allocate more time and resources to support science teaching and learning.  

• Increased philosophical alignment with standards — When administrators understand the 

instructional shifts required by reform-based standards, they have a better understanding of 

what that will look like in the classroom and will give teachers permission to grow and fail as 

they try to incorporate these instructional shifts in their classroom.  



Teacher Leaders 

Making Sense of SCIENCE grows the leadership capacities of teachers through professional learning 

and coaching that strengthens the knowledge and skills needed to be effective in their own 

classrooms. We intentionally build the skills and confidence of teacher leaders to facilitate the 

professional growth of their peers. We posit that MSS has an impact on the skills and knowledge of 

teacher leaders. 

• Deeper knowledge of standards implementation (e.g., NGSS) — When teacher leaders have greater 

knowledge of standards, they are able to take on the role of a curriculum specialist and can 

serve as a catalyst of change to bring about the implementation of science standards in a 

school (Harrison & Killion, 2007). 

• Greater skill in facilitating teacher learning and collaboration — When teacher leaders develop their 

content and pedagogical content knowledge through Making Sense of SCIENCE courses, and 

also develop their facilitation skills through the Making Sense of SCIENCE Facilitation 

Academies, they are able to facilitate communities of learning through school-wide approved 

processes, particularly professional learning communities (PLCs). In PLCs, when teachers 

learn with and from one another, they can focus on what most directly improves student 

learning (Harrison & Killion, 2007). 

Teacher Outcomes 

We posit that the MSS Teacher Professional Learning component has a direct impact on teachers’ 

content knowledge and pedagogical content knowledge, and may have a distal impact on teacher 

attitudes and beliefs.   

Content Knowledge 

Teacher content knowledge is used to describe the body of knowledge that teachers teach and that 

students are expected to learn in a content area. The focus on teacher content knowledge is aligned 

with the literature that provides clear evidence on the critical role that teacher content knowledge 

plays in raising student achievement (Hill et al., 2005; Kanter & Konstantopoulos, 2010).   

Pedagogical Content Knowledge  

Pedagogical Content Knowledge (PCK) is used to describe the knowledge that teachers use to 

transform particular subject matter for student learning. We are guided by the definition of PCK as 

identified in the Revised Consensus Model (RCM) of PCK (Carlson & Daehler, 2019). This model 

identifies three distinct realms of knowledge that teachers have that ultimately mediate student 

outcomes: 1) collective PCK, which is described as the specialized professional knowledge held by 

educators in the field; 2) personal PCK, which is the cumulative and procedural pedagogical content 

knowledge and skills of an individual teacher; and 3) enacted PCK, which refers to a teacher’s practice 

of engaging with teaching during planning, instruction, and reflection on instruction and student 

outcomes.  



Attitudes and Beliefs  

Attitudes and beliefs are amplifiers to how teachers develop their personal PCK. The literature on 

attitudes and beliefs documents the connection between 1) teacher attitudes and beliefs, and 2) 

teachers’ thought process, classroom practices, change, and pedagogical practices used to teach 

(Porter and Freeman, 1985, as cited in Pajares, 1992). Additionally, attitudes and beliefs shape the 

way teachers react, and choose to respond to reforms (Jones & Carter, 2013). We hypothesize that 

with the Making Sense of SCIENCE professional learning courses and PLCs, we can expect to see 

some shifts in teachers’ implicit knowledge and beliefs about students, teaching as identified by the 

constructs below. The first three constructs below are explicitly supported by Making Sense of 

SCIENCE professional learning, and the remaining constructs posit more distant expected teacher 

outcomes. 

• Belief that students are capable learners — Literature suggests that teacher expectations of student 

abilities and the changeability of student abilities and their potential interacts with their 

behavior in the classroom. The National Science Education Standards (National Research 

Council, 1996) are based on five key assumptions, one of which is “Actions of teachers are 

deeply influenced by their understanding of and relationships with students.”  

• Philosophically aligned with standards — For teachers to be able to make the shifts required by 

three-dimensional science standards, they need to develop themselves, and understand that 

students need deeper understanding of science and engineering content through making sense 

of phenomena and designing solutions. Students also need opportunities to integrate science 

content and practices. In order for teachers to guide students to making sense of phenomena, 

teachers need to see a) their role shift to being a facilitator in learning, and b) students taking 

on the process of learning like scientists and engineers through active exploration and sense-

making processes.   

• Values being a reflective practitioner — Science teachers need to engage in reflective practices to 

assess their teaching of science as promoted by the National Science Education Standards: 

Teachers of science engage in ongoing assessment of their teaching of student learning. In 

doing this, teachers use student data, observations of teaching, and interactions with 

colleagues to reflect on and improve teaching practice (National Research Council, 1996). 

Making Sense of SCIENCE supports teacher reflective cycles of their practice by examining 

student data and interacting with other teachers through PLCs.   

• Confidence — As elementary science teachers often express severe lack of confidence in science 

teaching (Murphy, et al., 2007), science professional learning is hypothesized to impact teacher 

confidence to: 

o teach science; 

o teach with science instructional practices; and  

o support literacy. 



• Self-efficacy — When teachers become knowledgeable about a particular subject, it increases 

their belief in his or her capability to organize and execute courses of action required to 

successfully accomplish a specific teaching task in a particular context (Tschannen-Moran et 

al., 1998). Teachers who have higher self-efficacy, content knowledge, and attitudes have 

students with higher achievement than do teachers who have lower levels of self-efficacy 

(Evans, 2011).  

• Agency in the classroom — Teachers who are given autonomy to teach science by supportive 

districts and administrators have the capacity to act intentionally in setting instructional goals 

in their classrooms (Calvert, 2016).  

• Agency in science leadership — The capacity of teachers to act purposefully to direct their 

professional growth and contribute to the growth of their colleagues depends on a teacher’s 

internal traits and supportive structural conditions that support professional learning (Calvert, 

2016).  

• Professional aspirations — The extent to which teachers stay in a school or school system as 

teachers and their aspirations to pursue leadership positions are influenced by school cultures 

that value and respect teachers and develop teaching and leadership expertise (Cameron & 

Lovett, 2015).  

School Climate 

We posit that when Making Sense of SCIENCE works with state and regional coordinators, districts, 

and school principals through our partnership and leadership development offerings, we can see 

positive changes that trickle down to create a positive district and school climate that is conducive for 

science teaching and learning.  

District Support  

An essential element of reform in science education is district support for science teaching and 

learning. We posit that Making Sense of SCIENCE contributes to the following improvements at the 

district level. 

• Providing guidelines on science instruction — District guidelines that outline the expected shifts 

to happen in elementary science including developing curriculum frameworks, evaluation 

criteria for instructional materials in science, and outlining the scope and sequence for science 

teaching science.  

• Allocating resources for professional learning in science — District guidelines that allocate coaching 

resources, professional learning time, teacher pay, or substitute time for science professional 

learning.  

• Allocating resources for science materials — District leaders make investments and allocate 

resources to purchase science curriculum, instructional materials, laboratory equipment , and 

technology supports for science teaching and learning.  



• Prioritizing support for science learning — Superintendents and other district leaders signal the 

importance of science education by outlining guidelines for time on science and putting 

science on the agenda for administrators to take to their school sites.  

• Participating in science-related conversations/activities — Superintendents and other district 

leaders actively attend meetings to get informed on standards-based science implementation 

and take part in discussions that shape science education.  

• Involving teachers in district science decisions — Superintendents and district leaders actively 

invite teachers to create or provide input on science standards-based implementation in Local 

Control and Accountability Plans and involve them in the selection of instructional materials.  

• Building capacity for science professional learning — Superintendents and other district leaders 

invest in building leadership capacity and material support for teacher professional learning in 

science. 

Administrative Support  

We posit that Making Sense of SCIENCE contributes to following improvements at the administrator 

level. 

• Providing science resources and supplies — Administrators approve teacher requests and increase 

the availability of science resources and supplies in a school (Ivelandet al., 2017).  

• Supporting teacher collaboration — Administrators forge the conditions that make PLCs a 

priority by changing the structure of the school day, and providing the financial support 

needed to make PLCs happen (Iveland et al., 2017).  

• Acting as an instructional leader — School principals can play an important role as instructional 

leaders when they spend time to support and collaborate with other teachers on science 

content and instruction. When administrators participate in professional learning alongside 

teachers, they are more likely to support and compel teachers to improve their practice and to 

learn new skills (Jenkins, 2009; Casey et al., 2012).  

• Prioritizing support for science learning and teacher professional learning — When school principals 

and administrators participate in professional learning alongside teachers, they are more likely 

to allocate more time for science instruction, extracurricular science activities, and teacher 

collaboration (Iveland et al., 2017) and allocate time and resources for teacher professional 

learning in science. 

• Involving teachers in science leadership — Principal actions and the relationship amongst adults 

in a school are determining factors in developing sustaining science leadership, particularly 

among teachers. When principals empower teachers to take on additional science leadership 

responsibilities, teachers are able to lead within and beyond the classroom, identify with and 

contribute to a community of teacher learners, and influence others towards improved 

instructional practice (Katzenmeyer & Moller, 2009).   



Collaboration  

Sustained, job-embedded, and collaborative teacher learning can occur in PLCs. In PLCs, teachers 

collaborate and work together in continual dialogues to examine their practice and student 

performance and to develop and implement more effective instructional practices (Darling-

Hammond & Richardson, 2009). We posit that when teachers and administrators participate in 

Making Sense of SCIENCE, it contributes to improvement in the following areas.  

• Teacher-to-teacher collaboration — When teachers collaborate in functional PLCs, they allow for 

teachers to take risks in teaching and changes in instruction that are reform-oriented and 

student-centered (Briscoe & Peters, 1997; Brahier & Schäffner, 2004). The expected changes 

associated with PLCs result from increases in the amount of time allocated for collaboration in 

PLCs and the type of substantive activities that teachers engage in the PLCs around content 

learning and instruction (Graham, 2007). 

• Administrator-to-teacher collaboration — Similar to collaboration between peers, when 

administrators gradually take on the role of instructional leaders and increase the amount and 

type of substantive activities in which they collaborate with teachers in PLCs, teachers become 

encouraged to take on risks and change their instruction towards reform-oriented practices 

(Urick et al., 2018). 

School Culture 

A positive school culture promotes cooperative learning, group cohesion, respect, and mutual trust 

which can directly improve a school’s learning environment (Thapa et al., 2013). With the two-

pronged approach of Making Sense of SCIENCE in providing teacher and leadership professional 

learning, we posit to see improvements at the distal level at the school level. 

• Learning climate — Schools experience changes towards a conducive learning climate that is 

student-centered and endorses ambitious academic work coupled with adequate support for 

all students (Bryk, 2010). 

• Trust and respect among peers and among peers and administrators — In schools where teachers 

and teachers and administrators increasingly trust and respect each other, learning becomes 

conducive for both teachers and students.  Principals supportive of science as a priority play a 

critical role in influencing the levels of trust and respect between teachers (Hallam et al., 2015).  

Opportunity to Learn Science in the Classroom 

Opportunity to learn is a multi-dimensional construct central to quality teaching and a prerequisite to 

student achievement (Elliott & Bartlett, 2016). It is composed of the amount of instructional time on 

science and the content taught; instructional quality of science that reflects the shifts in three-

dimensional science standards. Conducive classroom cultures also facilitate student-centered 

learning of science.  

We posit that students with Making Sense of SCIENCE teachers are likely to see the following 

changes in their opportunities to learn science in the classroom. 



Time on Science 

Measures of instructional time in literature have been grouped into four ranges—years, days, hours, 

and minutes (Frederick & Walberg 1980). In our definition of instructional time, we define time on 

science by the time allocated to science in minutes and the frequency in which it is taught during the 

week. 

• Amount of time on science in minutes of science learning per week and integrated science-

literacy time 

• Frequency of the amount of time science is taught per week and per year 

The types of tasks and activities teachers use to engage students in science look different in an NGSS-

aligned classroom (Tekkumru-Kisa et al., 2020). Consequently, we hypothesize to see teachers’ shifts 

in the types of instructional tasks assigned and the content students engage with that are aligned 

with three-dimensional learning as listed under the Instructional Changes and Content of Science 

Taught sections below. 

Instructional Changes 

• Sense-making of hands-on investigations — Sensemaking is the process that students and teachers 

undertake to think together and to make sense of what things mean. When students conduct 

investigations and produce and/or come up with data, they work together to analyze this data 

by looking for patterns and relationships to develop explanations and models (McNeill et al., 

2015) 

• Engaging in scientific argumentation — Our definition is aligned with the National Research 

Council (2013), which outlines that when students engage in scientific argumentation, they are 

expected to listen to, compare, and evaluate competing ideas and methods based on their 

merits.  

• Explaining ideas and phenomena — Phenomena are events that are observable and repeatable 

and can be explained or predicted using science knowledge. The instructional shifts required 

by three-dimensional standards use phenomena as the starting point for learning. Students are 

taught to develop ideas, based on evidence, to explain phenomena (Achieve, 2017).  

• Integration of science and literacy — Literacy is the ability to read, write, and engage with 

scientific texts because when students engage in these activities, they are able to deepen their 

conceptual understanding of science (Cervetti et al., 2012).  

• Integration of science and mathematics — Our definition is aligned with the National Research 

Council (2013), which outlines that the integration of mathematics is fundamental in providing 

students with opportunities to engage in a range of tasks such as constructing simulations; 

statistically analyzing data; and recognizing, expressing, and applying quantitative 

relationships.  

• Participating in collaborative discourse — When teachers create classroom discourse structures, 

they enable both the students and the teacher to engage in collaborative knowledge building. 



These collaborative processes also use discourse structures that move away from the IRE usual 

mode of classroom discourse, in which the teachers follow the pattern of initiating, responding 

to, and evaluating (IRE) responses (Hmelo-Silver & Barrows, 2008). 

• Reflecting on learning — Metacognitive inquiries and formative assessment practices are 

powerful learning tools. Metacognition is defined in terms of student understanding of their 

processes of learning, in terms of how and what they learn. When students engage in 

metacognitive discourse, they engage in the process of making explicit their tacit reasoning 

and problem-solving strategies (Greenleaf et al., 2011). Formative assessments also help 

students understand their learning, but it is important for both teachers and students to reflect 

on what they learn about student understanding. 

• Participating in cognitively challenging tasks — Cognitively challenging tasks refer to the depth of 

student engagement in conceptual thinking. We are guided by the definition of Elliott & 

Bartlett (2016) which prescribes that teachers must dedicate instructional time to addressing a 

range of cognitive processes, instructional practices, and grouping formats when covering 

content.  

Content of Science Taught 

• Standards-aligned science concepts in science, life, and physical science disciplinary core ideas 

are taught with breadth and depth. 

• Science practices of developing and using models, arguing from evidence, constructing 

explanations, and analyzing data and representations of data are taught with breadth and 

depth. 

• Cross-cutting concepts of cause and effect, energy and matter, and systems and systems 

models are taught with breadth and depth — The identified cross-cutting concepts provide the 

connections and tools to understand the science concepts taught in Making Sense of SCIENCE 

in science, life, and physical sciences. 

• Literacy skills related to science-specific ways of reading, writing, and engaging in scientific 

discourse are taught in breadth and depth — According to the National Science Education 

Standards, scientific literacy means that a person can ask questions, and is able to read about, 

describe, explain, and write about natural phenomena. For students to acquire science-specific 

literacy skills, they need to learn and observe how to read, write, and engage in discourse 

using science-specific conventions that model how scientists work every day (NRC, 2013; 

Wright et. al., 2016). 

Conducive Classroom Cultures  

Classroom culture is influenced by teacher attitudes and approaches, and teacher participation in 

professional learning is linked to investigative classroom cultures (Supovitz & Turner 2000). We posit 

that students with Making Sense of SCIENCE teachers will show improvements in the following 

characteristics of conducive classroom cultures. 



• Student-centered learning — Student-centered classrooms are characterized by teachers who 

know and communicate that they do not need to know everything and who value student 

ideas in making sense of phenomena. Student-centered classrooms are also characterized by 

sustained engagement with student questions and ideas. These classrooms are characterized 

by a safe classroom culture, in which students and teachers celebrate risk taking in learning.  

• Student agency — We define agency as students’ choice and capacity to take responsibility for 

their own learning. Classroom cultures also promote student agency when students feel that 

they can share ideas without being held up for ridicule and recognize the dialogical 

opportunities available when they consider and value each other’s ideas in the process of 

learning (Cavagnetto et al., 2020).  

• High expectations of students — When teachers raise their expectations and increase the rigor of 

their instructions, they facilitate student learning. Teacher expectations also contribute to the 

whole-class teaching environment through grouping choices, a continuum of cognitively 

challenging tasks, and student agency in what they learn (Rubie, 2009). 

• Environment conducive to learning with appropriate classroom management — Classroom 

management plays an important role in creating a safe and conducive learning environment 

for learning science. Making Sense of SCIENCE staff model how inquiry-based learning can be 

facilitated in the classroom during teacher professional learning.  

• Active student engagement — When students are actively engaged in a classroom, they are seen 

participating in discussion and showing understanding of the purpose of the lesson goals.  

Student Achievement and Attitudes 

We posit that Making Sense of SCIENCE has a distal impact on student achievement, student 

attitudes, and dispositions towards science. Specifically, we hypothesize seeing improvements in the 

following student outcomes. 

Science and English Language Arts Achievement 

• Science knowledge — improved student science content knowledge in earth and physical 

sciences 

• Science practices —practices used by scientists as they investigate models and build theories 

about the world (National Research Council, 2012). We are particularly interested in looking at 

how Making Sense of SCIENCE improves student skill with developing and using models; 

arguing from evidence; constructing explanations; and analyzing data and representations of 

data.  

• Communicating science ideas —reading and writing are essential skills in science (National 

Research Council, 2012). Making Sense of SCIENCE improves student skills in communicating 

science ideas through writing and sustained productive scientific discourse. 

• English Language Arts Achievement — improved student achievement in reading, writing, 

speaking and listening  



Student Attitudes  

• Aspirations — improved student dispositions and attitudes towards science and the 

development of an interest in pursuing a career in science or science related work (Tytler & 

Osborne, 2012) 

• Self-efficacy — students who judge themselves to be efficacious in science and their academic 

capabilities in science also foster a sense of efficacy to pursue careers in science (Bandura et al., 

2001). 

• Agency in learning —students’ choice and capacity to take responsibility for their own 

learning. Classroom cultures also promote student agency when students feel that they can 

share ideas without being held up for ridicule and recognize the dialogical opportunities 

available when they consider and value each other’s ideas in the process of learning 

(Cavagnetto et al., 2020).  

• Enjoyment of science — greater student enjoyment of science is found to be predictive of 

students’ interest in engaging further with science topics (Ainley & Ainley, 2011). 



Appendix B. Survey Scales of Teacher Attitudes and Beliefs, Opportunities to Learn, and School Climate  

This appendix provides information on the 30 intermediate outcomes analyzed and reported in Chapter 5. For each outcome, we l ist 

the survey items that were used to construct the outcome, the scale of the items, the data source, the number of items, the resulting 

Cronbach alphas, and the method used to create the outcome. 
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Appendix C. Teacher Content Knowledge Assessment: Item-Level Information 

This appendix presents additional information about the teacher content knowledge assessment, including the source, brief description, 

proportion correct, biserial correlation, and item difficulty and discrimination for a 2-Parameter Logistic (2PL) model.  







Appendix D. Assessment of Student Science Achievement: Construction, Forms, 

Administration, Item Statistics, and Approaches to Scaling  

This appendix provides the details on the student science achievement assessment.1 We describe the 

assessment’s construction, test forms, administration, and approaches to scaling. We also provide 

select item-level statistics based on Classical Test Theory (CTT) and Item Response Theory (IRT). In 

describing the test forms, we provide brief descriptions of other types of items that were included in 

the science assessment, such as the constructed-response items and student survey scales, in order to 

fully present what was asked of students in spring Year 2 (2017–18).2  

CONSTRUCTION OF THE STUDENT SCIENCE ASSESSMENT 

This evaluation was conducted in the 2016–17 and 2017–18 school years, just three years after the 

Next Generation Science Standards (NGSS) were rolled out. Therefore, we faced the immense 

challenge of finding an established NGSS-aligned assessment to evaluate impacts of Making Sense of 

SCIENCE on student science achievement in Grades 4 and 5.  

In the summer of 2014–2015 and throughout the 2015–16 school year, we conducted a search for 

NGSS-aligned instruments to measure student science achievement. We short-listed potential 

instruments and reached out to several assessment developers, including 1) Education Testing 

Service (ETS) about the Cognitively Based Assessment of, for, and as Learning (CBAL®), 2) 

Northwest Evaluation Association (NWEA) for their Measures of Academic Progress (MAP) 

assessment, and 3) the California Department of Education about their new NGSS-aligned science 

assessment. We found that these instruments were not far along enough in the development process. 

In fall 2015–2016, at the suggestion the Making Sense of SCIENCE Technical Working Group (TWG), 

we opened discussions with a university-based center that at the time was partnering with the state 

department of education to administer an NGSS-aligned science assessment. When we approached 

the center, the science assessment had been field tested the prior school year (2015–16) and was 

operational in 2016–17. The study team made a few adjustments to the assessment to be suitable for 

administration in this study, such as supplementing grade-appropriate items for students in the 

study and shortening the test in order to administer it within one hour. Prior to the administration of 

the assessment, but when it was too late to change course, evaluators and program developers were 

provided the full assessment—as opposed to just the sample of items that we were shown 

previously—for review. The team then recognized that the assessment was inadequate due to the 

inaccuracies in the science content and the verboseness of the questions, which would have been 

especially problematic for English learner students in the study. Despite this recognition, the lack of 

 

1 Note that the “student science achievement assessment” refers to the selected-response items of the general science 

assessment administered to students, which included both selected-response and constructed-response items. 

2 This appendix focuses on the selected-response items of the student science assessment. For item-level statistics of the 

constructed-response items, contact the developers (Heller Research Associates). 



options at the time compelled the team to administer the test to students in the spring of Year 1 

(2016–17). In the fall of Year 2 (2017–18), we faced a difficult decision: either to go with an assessment 

in its second year of operation that was problematic in ways described above, or to proceed with 

developing an assessment with no opportunity to pilot. Without yet knowing the result from the 

exploratory year, evaluators and program developers jointly decided to not continue using the 

assessment and to instead develop an assessment with the guidance of TWG members.  

The study team constructed the student science assessment using selected-response items from 

publicly available sources and constructed-response items developed by HRA. The selected-response 

items originated from the following publicly-available tests and item banks: Massachusetts 

Comprehensive Assessment System (MCAS), The New England Common Assessment Program 

(NECAP), the Misconceptions-Oriented Standards-Based Assessment Resources for Teachers 

(MOSART), American Association for the Advancement of Science (AAAS), and National 

Assessment of Educational Progress (NAEP). Two external reviewers with content and test-

development expertise reviewed items for accuracy, clarity, and alignment with NGSS. To preserve 

the original items as much as possible, we asked the external reviewers to select, reject, or suggest 

only minor revisions to each item. We only made minor revisions to selected items.   

TEST FORMS OF THE STUDENT SCIENCE ASSESSMENT 

We ultimately assembled a pool of 49 selected-response items aligned with fourth and fifth grade 

standards in Earth and space science (10 for fourth grade, 9 for fifth grade), physical science (10 for 

fourth grade, 10 for 5th grade), and scientific inquiry (10 items common to fourth and fifth grade). 

The basic organization of test forms is displayed in Figure D1.  

Forms A-type (A1 – A4) were administered to fourth graders and contain the same 30 selected-

response items across the four forms. Forms A1 – A4 are differentiated in terms of the survey 

questions they ask. Forms A-type include 10 selected-response inquiry items that are common across 

all 16 forms of the assessment.   

Forms B-type (B1 – B4) were administered to fifth graders and contain the same 29 selected-response 

items across the four forms. Forms B1 – B4 are differentiated in terms of the survey questions they 

ask. Forms B-type include 10 common selected-response inquiry items (the same as those in the 

fourth-grade A-type forms). 

A random sample of about 20% of fifth-grade students received the remaining eight forms (Forms C 

to J). These forms contained specific combinations of constructed-response items designed to test 

“communication of science ideas in writing”, as discussed in Chapter 8 and Appendix R. A random 

sample of fourth grade students received form E, the only form with constructed-response items 

deemed appropriate for fourth graders. All students responding to forms C to J also responded to the 

10 common selected-response inquiry items. 



The 10 inquiry items were included with the goal of potentially linking science scores across all form 

types. Over the course of the project, we determined that selected- and constructed-response items 

were measuring different skills and should not be combined. Two of the inquiry items were 

problematic (see next subsection), and three of the inquiry items tapped the life science content 

strand. This made the set inappropriate for linking Earth and space science and physical science 

scores across grades. 



   



ADMINISTRATION OF THE STUDENT SCIENCE ASSESSMENT 

In spring Year 2 (2017–2018), teachers administered the student science assessment and survey to 

their students. Students received computer access and a 60-minute period to complete the 

assessment. Per district requests, we emphasized to teachers that all required district and state testing 

must be prioritized over the Making Sense of SCIENCE assessment. We closely monitored teachers’ 

completion progress and sent periodic reminders. 

The assessment was administered on the Quest platform, an online testing system developed by the 

3-C Institute for Social Development. We selected the Quest platform because its design incorporates 

Universal Design principles, including accommodations such as text-to-speech. We wanted to include 

the text-to-speech feature in order to accommodate English learner students, students with reading 

disabilities, and or students with limited literacy. Therefore, we provided class sets of headphones to 

teachers who needed them for their students to use during testing. Additionally, we asked teachers to 

not administer the science assessment and survey to students who take the alternative or modified 

state assessments. For students who need testing accommodation (other than voice-over) per their 

Individualized Education Programs, we asked teachers to use their discretion in deciding whether it 

was feasible to test such students. 

IDENTIFYING ITEMS TO BE REMOVED PRIOR TO IMPACT ANALYSIS  

After we collected the student science achievement assessment data, an initial analysis of the items 

led us to remove several items prior to further analysis. We removed 3 life science items from the 10 

inquiry items because Making Sense of SCIENCE did not address this content strand. We also 

removed one item because of an abnormally high level of non-response and one item because one of 

the incorrect response options was a strong distractor selected by many students. Both of these items 

led to instability of item calibration using IRT, so we removed them from the assessment for both 

grades. Analysis of Differential Item Functioning (DIF), conducted by an independent contractor, 

revealed none of the items to be problematic. Therefore, we removed no additional items. The final 

forms included 25 selected-response items in Grade 4 and 24 selected-response items in Grade 5. We 

used these items to estimate achievement. 

We calculated item parameter values and IRT-based scale scores using the full analytic sample used 

to run confirmatory impact analyses (N = 2,140). The goal was to have the closest possible 

correspondence between the sample used for both score calibration and impact estimation. Tables D2 

and D3 display select item statistics for the fourth- and fifth-grade science achievement tests. 
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CHOOSING AN APPROACH TO SCALING  

Under the guidance of a psychometrician, we examined the characteristics of the assessment. It was 

notably difficult based on examination of item percent-correct scores. In Tables D4 and D5, we 

display averages of percent-correct scores by decile of ELA and math third-grade pretest scores. 

Figures D1 and D2 show the average percent-correct scores on the science achievement assessment 

(by treatment and control) across deciles of the ELA pretest and math pretest distributions. We 

observe that proportions correct are low, with percent-correct scores below 50% across most of the 

pretest distributions.  

 

 

 



 

 

 

 

 

 

 

 



There was debate among advisors as to the best approach to scaling. One opinion was that a 3-

Parameter Logistic (3PL) model was justified given apparent levels of student guessing. Others 

objected that students would not outright guess, even with difficult items, and that at least some of 

the less proficient students would likely use strategies to, for instance, narrow the number of 

response options.   

Facing a complex choice and recognizing alternative rationales for using different IRT models, we 

opted to analyze impacts with four approaches to scaling: as percent-correct and using three standard 

IRT-based models, 1PL, 2PL, and 3PL.3 Our reasoning was that if impacts are robust to the choice of 

scaling, it would add more confidence to our result. We also viewed this as an opportunity to 

conduct research on an interesting question: whether different approaches to scaling would lead to 

similar results that support the same conclusion about program impact. The Test Characteristic and 

Test Information Curves for the three IRT models (displayed in Figures D3, D4, D5) show different 

patterns, with the 3PL model reflecting minimal information on the low end of the achievement scale. 

This is not surprising given that students responded correctly only slightly above the guessing rate at 

the low end of the scale. This suggested the scale would be non-discriminative of ability in that range, 

potentially limiting reliability of individual scores, as well as the precision of average achievement 

scores and impact estimates in that interval. On the other hand, the correlations among the scores 

with the four approaches to scaling were high (see Figures D6 and D7), possibly making little 

difference to average scores and estimates of impact. Thus, it was not clear what the effect of the 

different approaches to scaling would be on student science achievement and on the impact on that 

outcome. (We show the results for fourth grade; very similar results were obtained for fifth grade.)   

  

 

 

3 We used the software IRTPRO (Cai, Thissen, & du Toit, 2011). We conducted separate score calibrations in Grade 4 and 

Grade 5. We used the Bock-Aitkin EM algorithm in IRTPRO to obtain item parameter and student score estimates. 



 

  

 

 

  

 

 



 

 

As shown in Appendix M, among our sensitivity analyses for the confirmatory test of impact on 

student science achievement, we examined results using 24 impact models: 3 covariate sets (no 

covariates, pretest as the only covariate, and with a full set of covariates) × 2 ways of modeling 

randomized blocks (fixed or random) × 4 calibration methods (percent-correct and 1PL, 2PL, and 3PL 

scaling). All impact models included random effects for schools (the unit of random assignment). 

Then using Type-3 tests of fixed effects, we examined whether, for the 24 approaches, impacts varied 

depending on the three main criteria informing the impact model: the approach to scaling, the 

covariates used in analysis, and whether randomized blocks were modeled as fixed or random.    

None of the impact estimates reached statistical significance (all p values were greater than .30). The 

Type-3 tests of fixed effects revealed that among the 24 combinations of approaches to modeling 

impact, estimates did not vary beyond chance depending on scaling (p = .996), but they did vary 

depending on which covariates were used (p < .001), and depending on whether the randomized 

blocks were modeled as fixed or random (p < .001). A notable result is that impact estimates ranged in 

values between -.028 and .081 standard deviations, which is a substantial difference considering that 

impacts as small as .05 standard deviations are considered substantively important (Bloom et al., 

2008). 



Appendix E. All Student Survey Scales Measuring Opportunity to Learn and Non-

Academic Outcomes 

This appendix provides the student survey scales that were administered to students to measure 

students’ opportunity to learn and non-academic outcomes in spring of Year 2 (2017–18). The set of 

survey scales consisted of six scales modified from the Friday Institute for Educational Innovation, 

TIMSS 2015 Questionnaire, and the Colorado Education Initiative. Modifications include the addition 

or removal of items, and modifications to the answer scales. We also created two survey scales to 

measure cognitive demand and agency in learning.   

Items with an “*” were reverse coded before analysis. 

ITEM SET 1 (FORMS A1 AND B1) 

Aspirations   

To what extent do you agree or disagree with the following statements about science (5-point scale: 

Strongly disagree, Disagree, Neither disagree or agree, Agree, Strongly agree) 

a) I expect to use science when I am an adult. 

b) Knowing science will help me get a job. 

c) I would consider having a job in science. 

d) Knowing science will help me in my work when I am an adult. 

Source: Friday Institute for Educational Innovation (2012). Elementary School STEM - Student Survey. 

Raleigh, NC: Author. 

Quality of Science Class – Learning Environment/Classroom Management 

How often do the following things happen in your science class? (5-point scale: Almost never, Once 

in a while, Sometimes, Frequently, Almost always) 

a) Our class stays busy and does not waste time when doing science. 

b) Students in my class are respectful to our teacher during science class. 

c) Students in my class behave the way my teacher wants them to during science class.  

d) Students in my class know what they are supposed to be doing and learning in science.  

e) Students in my class listen to each other when someone is sharing their ideas about science. 

f) Students like raising their hands and asking questions in science.  

g) The behavior of other students in my science class helps my learning of science.  

h) Students share their science ideas in class. 

i) The teacher respects students’ science ideas in my class. 

j) Rules are used in our science class to make sure everyone is treated fairly.  

k) The teacher trusts students to take care of science materials. 

l) Our teacher treats us fairly. 



Source: Colorado Education Initiative (2013). Colorado’s Student Perception Survey. Denver, CO: 

Author. 

ITEM SET 2 (FORMS A2 AND B2) 

Self-Efficacy 

To what extent do you agree or disagree with the following statements about science (5-point scale: 

Strongly disagree, Disagree, Neither disagree or agree, Agree, Strongly agree) 

a) I usually do well in science.  

b) Science is harder for me than for many of my classmates.* 

c) I am just not good at science.*  

d) I learn things quickly in science.  

e) My teacher tells me I am good at science.  

f) Science is harder for me than any other subject.*  

g) Science makes me confused.*  

Source: TIMSS 2015 Student Questionnaire. Copyright © 2014 International Association for the 

Evaluation of Educational Achievement (IEA).  

Publisher: TIMSS & PIRLS International Study Center, Lynch School of Education, Boston College. 

Activities in Science Classroom 

How often do you do these things in your class when you are learning science? (5-point scale: 

Never, Almost Never, Sometimes, Very Often, Always) 

a) I watch the teacher do a science experiment. 

b) I plan or do a science experiment or project on my own. 

c) I work with other students in a small group on a science experiment or project.  

d) I read about science. 

e) I write an explanation for something I am studying in science. 

f) I discuss with other students the things I am studying in science. 

g) I discuss with my science teacher the things I am studying in science. 

Source: TIMSS 2007 Student Questionnaire. Copyright © 2007 International Association for the 

Evaluation of Educational Achievement (IEA).  

Publisher: TIMSS & PIRLS International Study Center, Lynch School of Education, Boston College 



ITEM SET 3 (FORMS A3 AND B3) 

Quality of Science Class – Science Instruction 

To what extent do you agree or disagree with the following statements about your class when you 

are learning science?  (5-point scale: Strongly disagree, Disagree, Neither disagree or agree, Agree, 

Strongly agree) 

a) My teacher plans interesting things for us to do.  

b) My teacher makes us think. 

c) My teacher wants us to talk about what we think.   

d) My teacher asks us to write down what we do, think, and observe. 

e) My teacher thinks we can learn challenging science. 

f) My teacher tells us it is okay to be wrong sometimes in science. 

g) My teacher asks interesting questions. 

Source: TIMSS 2015 Student Questionnaire. Copyright © 2014 International Association for the 

Evaluation of Educational Achievement (IEA).  

Publisher: TIMSS & PIRLS International Study Center, Lynch School of Education, Boston College. 

 

Agency in Learning 

How often do the following things happen in your class when you are learning science? (5-point 

scale: Almost never, Once in a while, Sometimes, Frequently, Almost always) 

a) The teacher asks me to share my ideas in science. 

b) I have choices about what I learn in science.  

c) The teacher tells us what to do in science class.* 

d) Students get to figure things out in my science class. 

e) The teacher does most of the explaining in my science class.* 

f) The teacher asks students to lead science activities.  

ITEM SET 4 (FORMS A4 AND B4) 

Cognitive Demand 

How often do the following things happen in your class when you are learning science? (5-point 

scale: Almost never, Once in a while, Sometimes, Frequently, Almost always) 

a) I learn challenging things in science class. 

b) I have to think hard to figure things out in science class. 

c) The teacher asks me to explain my ideas in science class. 

d) The teacher encourages me to work hard in science class. 

e) The teacher has high expectations for me in science class.  



Enjoyment of Science 

To what extent do you agree or disagree with the following statements about learning science (5-

point scale: Strongly disagree, Disagree, Neither disagree or agree, Agree, Strongly agree) 

a) I enjoy learning science.  

b) I wish I did not have to study science.*  

c) Science is boring.*  

d) I learn many interesting things in science.  

e) I like science.  

f) I look forward to learning science in school.  

g) Science teaches me how things in the world work. 

h) I like to do science experiments.  

i) Science is one of my favorite subjects.  

 

Source: TIMSS 2015 Questionnaire. Copyright © 2015 International Association for the Evaluation of 

Educational Achievement (IEA).  

Publisher: TIMSS & PIRLS International Study Center, Lynch School of Education, Boston College.  

  



Appendix F. Description of the Principal Surveys 

This appendix provides a description of the principal surveys, which were administered in spring 

2016–17 and spring 2017–18. Heller Research Associates (HRA) analyzed and reported the survey 

responses by (Wong et al., 2020). 

The purpose of the administrator survey (intended for principals or vice principals) was to capture 

information about each school and its leadership, particularly in relation to science instruction at 

baseline and throughout the course of the study. The surveys covered a range of topic areas, 

including:  

• how science instruction is prioritized compared to other subjects at the school, barriers and 

supports for science instruction, and resources available for science instruction; 

• philosophy about and confidence in teaching and learning science and attitude toward 

change; 

• perceived influence in and capacity to support teachers in a number of areas such as 

presenting opportunities for professional learning, supporting collaboration, and giving 

instructional feedback; 

• familiarity with and attitudes toward NGSS; 

• teacher and administrator turnover rates, school climate and the dynamics among 

administrators and teachers at their school, and the culture of collaboration;  

• professional learning implemented at the school; 

• education and teaching background including years of experience teaching and in school 

leadership positions; and 

• demographic information such as race/ethnicity and gender (on baseline survey only). 

For each survey, either the principal or the vice principal (but not both) would complete the survey. 

Administrators who joined the study after randomization did not receive the baseline survey, but did 

answer a subset of questions, including demographic and teaching background information.  

  



Appendix G. Description of the Pilot of the Video and Audio Recordings  

This appendix documents the pilot of the classroom video recordings conducted in spring of Year 1 

(2016–17) and the audio recordings collected in spring of Year 2 (2017–18). 

PILOT OF CLASSROOM VIDEO RECORDINGS  
During spring 2017–18, researchers piloted a process to collect data on classroom instructional 

practices and students’ discourse patterns through video recorded classroom observations. The pilot 

process included obtaining active and passive parental consent, training local camera operators to set 

up classroom sets of video/audio equipment, scheduling the observations, and collecting the data 

from a subset of study teachers. The purpose of the pilot was to estimate parental consent response 

rates and determine the feasibility of scheduling for the full sample of schools. The pilot also allowed 

researchers to test if the type and quality of the video and audio captured would be sufficient for use 

with the classroom observation scoring protocol, which was also in development.   

Parental Consent Process  

The parental consent process was piloted in 21 schools (9 schools in districts that required active 

parental consent and 12 schools in districts that required passive parental consent).  In the districts 

that required active parental consent, approximately 35% (8/23) of teachers had a somewhat 

acceptable number of students (more than 10) who agreed to be video recorded. In the districts that 

required passive parental consent, 88% (23/26) of teachers had an acceptable number of students who 

could be video recorded. However, several teachers expressed that it would be too burdensome to 

remove the students who were not allowed to be recorded from class on the day of the observations. 

Teachers reported that they did not want these students to miss the lesson and did not have a central 

place for the students to go during this time. Logistically, this was a challenge for teachers and 

researchers.  

Scheduling and Set Up 

The study team piloted the scheduling and data collection process with 15 teachers from two districts 

in California that required passive parental consent.  Researchers sent teachers the following 

instructions regarding recording. 

• We intend to record your classroom when science instruction is taking place. This means that 

dates and times during which students are taking tests, watching movies, etc. should not be 

included as potential video observation sessions. 

• We intend to record your classroom when the teacher who is participating in the Making 

Sense of SCIENCE study is teaching, not a teaching assistant or instructional specialist. 

• We would prefer to record an earth science or physical science lesson, but recognize that this 

may not be possible given your existing plans for science instruction. 

• We would like to see how teachers support students’ science dialogue. 



• There will be two sets of cameras at each school during the week they are being recorded. This 

means that two teachers can be recorded on the same day at the same time. There will be a 

camera operator who will come to your classroom at the time of the scheduled observation to 

set up and take down equipment. However, this person will not stay in the classroom during 

the recording. 

Ideally, we'd like to record your class for an entire lesson arc for a scenario where the class is 

introduced to something, do or observe an investigation/lab/or demo, and then talk about it. At a 

minimum, we'd like to record you for two consecutive lessons for a total of 60 minutes of science 

instruction. For example: 

• If you teach a 90-minute lesson, we'd record one lesson. 

• If you teach 45-minute or 60-minute lessons, we'd record two consecutive lessons. 

• If you teach 20-minute lessons, we'd record three consecutive lessons. 

We understand that your science instruction may not fit into these three examples, so please let us 

know if you have a different structure, and we will work with you to figure out what is best. If 

possible, we would prefer to finish recordings at a school within one school week. 

 

We hired local camera operators and trained them to set up with the Swivl units, iPads, and 

microphones. In each classroom, one Swivl rig tracked the movement of the teacher’s microphone 

(attached to a lanyard around their neck). We set up the second Swivl rig in the back of the classroom 

to capture the board/projector, and placed the other microphones on the right or left side of the 

classroom, out of reach of students. Camera operators set up and removed the equipment but were 

not present in the classroom during the recording. Camera operators also collected, if available, a pre-

observation form, lesson plans, and photos of student artifacts at the end of each recording. We 

uploaded all data to a central repository for viewing and coding.  

Results of Video Pilot  

The pilot produced approximately 19 hours of video from 12 teachers (3 teachers were unable to be 

recorded for various reasons after scheduling). Given the issues with consent response rates and the 

resource intensive process, the study team decided not to collect video from the full set of teachers in 

year 2 of the study.   

Summary of the Audio Study 

Researchers continued to investigate classroom instructional practices through a modified data 

collection plan that did not include video, or the need for scheduling data collection during specific 

times. In spring 2018, the Making Sense of SCIENCE research team collected classroom data through 

audio recordings, which were supplemented by a survey, teacher self-recorded interview, artifacts, 

and photos of instructional materials and classroom activities. The purpose of the audio recordings 



and interviews was to capture NGSS-aligned instructional practices and decisions and to determine if 

Making Sense of SCIENCE impacted the enacted instruction.  

Study teachers in six of the seven districts were invited to participate in this data collection. Of the 

105 teachers who were invited to participate, 26 agreed (15 in control schools and 11 from Making 

Sense of SCIENCE schools). Of those, 19 teachers completed the data collection activity (9 control and 

10 Making Sense of SCIENCE). The remaining seven teachers reported scheduling issues and were 

unable to complete the activity. The research team mailed “audio recording kits” to the teachers, 

which included parental consent forms, an audio recorder, a disposable camera, an information 

survey about the recorded lesson, and instructions.  

Teachers were given the following guidelines for deciding which lesson(s) to record. 

• Plan to record 90 minutes of science instruction in one or more consecutive lessons. 

• Pick a lesson that shows how you include next generation science learning (NGSS) in your 

classroom. 

• Focus on Earth science or physical science topics throughout the recorded lessons, if 

possible.  If it is not possible, other science topics are acceptable. 

• Do not select times when students are primarily taking tests, watching movies, doing non-

science work, etc. 

• It is not necessary to create a lesson solely for the purpose of this recording. 

Teachers wore the USB audio recorder on a lanyard around their neck during the recorded lessons. 

They turned the recorder off when speaking to students who did not have parental consent to be 

recorded. Additionally, we asked teachers to provide photocopies of lesson plans, notes, handouts, or 

materials used by students during the lesson(s), and slides or overheads projected for students. They 

also used the disposable camera to take photos of student or teacher writings or drawings done on 

the board during the lesson(s), as well as any posted instructions, diagrams, and guidelines referred 

to during the lesson. 

After the lesson, we asked teachers to complete a Classroom Information Survey about their class and 

the recorded lesson(s). We also asked them to record a post-lesson reflection interview in response to 

the questions on a teacher interview protocol asking them to reflect on the lesson (what they did, 

what was effective, how they would modify the lesson in the future) and ways in which the lesson 

included aspects of NGSS. Once they completed their audio recording study, they mailed back their 

completed audio kit to researchers for analysis. HRA analyzed the data from the Classroom 

Information Survey, which focused on content, and teachers’ attitude and beliefs before, during, and 

after the lesson (Wong et al., 2020). They state that a secondary analysis of audio-recorded classes and 

teacher interviews would offer more insight into the conceptual orientation of Making Sense of 

SCIENCE versus control classrooms, as well as the nature of student group discussions. 

  



Appendix H. Hierarchical Linear Model for the Analysis of Impact on Teacher Content 

Knowledge 

This appendix presents the hierarchical linear model used to evaluate impact on teacher content 

knowledge (Equation H1).  

 

𝑦𝑗𝑘 = 𝛽0 + 𝛽1𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑘 +∑𝜆𝑞

𝑄

𝑞=1

𝑋𝑗𝑞 +∑𝛾𝑟

𝑅

𝑟=1

𝑍𝑗𝑘𝑟 +∑𝐵𝐿𝑂𝐶𝐾𝑠

𝑆

𝑠=1

𝐷𝑘𝑠 + 𝜉𝑘 + 𝜀𝑗𝑘  

(H1) 

 

𝑦𝑗𝑘  is the outcome for teacher j in school k. Treatmentk is a binary variable at the school level, with 0 

indicating assignment to control and 1 indicating assignment to Making Sense of SCIENCE. The effect 

of the intervention is assessed in terms of the statistical significance of the estimate of β1. The model 

includes effects of covariates at the school level (𝜆𝑞), and at the teacher level (𝛾𝑟), as well as fixed 

effects for randomized blocks (we assume S blocks with 𝐵𝐿𝑂𝐶𝐾𝑗𝑠 taking on the value 1 if school k is in 

block s and 0 otherwise.) 𝜉𝑘 and 𝜀𝑗𝑘  represent school- and teacher-level random effects. 

  

 

  



Appendix I. Detailed Results of the Benchmark Analysis of Impacts on Teacher 

Content Knowledge 

This appendix presents the detailed results of the benchmark analysis on teacher content knowledge 

for the Mixed and Retained in Study samples. 

RESULTS OF THE BENCHMARK ANALYSIS OF IMPACTS ON TEACHER CONTENT KNOWLEDGE FOR THE MIXED 

SAMPLE (N = 118) 



 

 

 

RESULTS OF THE BENCHMARK ANALYSIS FOR OF IMPACTS IN TEACHER CONTENT KNOWLEDGE FOR THE 

RETAINED IN STUDY SAMPLE (N = 88) 



 

 

 

 



Appendix J. Sensitivity Analysis for the Analysis of Impact on Intermediate Outcomes   

This appendix presents the sensitivity analyses conducted to assess the robustness of results of analysis of impacts on intermediate 

outcomes. 

Because our priori selected benchmark model (model 1 in Table J1) yields an estimate of zero for the school-level random effect, as part 

of the sensitivity analysis, we remove pair effects altogether to free up variance to allow the school variance component to be estimated 

(model 2). A result of zero variance with no p value means the estimation procedure has reached a boundary condition for estimating 

the corresponding effect (Singer & Willett, 2003), often implying that the variance component is trivially different from zero. However, 

we prioritized including the school level in analysis because schools are the unit of random assignment.  As expected, with this change, 

in most cases, the school variance component becomes estimable. However, by excluding block effects, our impact estimates are less 

precise, with several of the results no longer reaching statistical significance (comparing model 1 to model 2). However, we also see that 

magnitudes of the impact estimate do not fluctuate much between model 1 and model 2, indicating that reaching the boundary 

condition in estimating the school effect in model 1 is not inducing any major bias in the impact estimates. In further assessing the 

sensitivity of the benchmark result, we evaluate impact using the benchmark model specification but with restricted maximum 

likelihood estimation instead of full maximum likelihood (model 3). Many school-level variance components become estimable, but 

there is an accompanying loss of precision. Several results that were statistically significant under model 1 ceased to be so with other 

models (models 4 and 5). In total, we show results from five approaches to modeling impact.  

 

 

 









 

 



Appendix K. Hierarchical Linear Model Associated with the Confirmatory Impacts on 

Student Science Achievement (Selected-Response Items) 

   

This appendix presents the hierarchical linear model used to evaluate impact on student science 

achievement (Equation K1).  

 

𝑦𝑖𝑗𝑘 = 𝛽0 + 𝛽1𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑘 +∑𝜆𝑞

𝑄

𝑞=1

𝑋𝑖𝑗𝑘𝑞 +∑𝛾𝑟

𝑅

𝑟=1

𝑍𝑗𝑘𝑟 +∑𝛼𝑠

𝑆

𝑠=1

𝑍𝑘𝑠 +∑𝐵𝐿𝑂𝐶𝐾𝑡

𝑇

𝑡=1

𝐷𝑡𝑠 + 𝜉𝑘 + 𝜀𝑖𝑗𝑘  

(K1) 

 

𝑦𝑖𝑗𝑘  is the outcome for student i belonging to the class of teacher j (in the 2017/18 school year) in 

school k. Treatmentk is a binary variable at the school level, with 0 indicating assignment to control 

and 1 indicating assignment to Making Sense of SCIENCE. The effect of the intervention is assessed in 

terms of the statistical significance of the estimate of β1. The model includes effects of covariates at the 

students level (𝜆𝑞), at the teacher level (𝛾𝑟), and at the school level (𝛼𝑠) as well as fixed effects for 

randomized blocks (we assume T blocks with 𝐵𝐿𝑂𝐶𝐾𝑇 taking on the value 1 if school k is in block t 

and 0 otherwise.) 𝜉𝑘 and 𝜀𝑖𝑗𝑘  represent school- and student-level random effects, respectively. 

 

  



Appendix L. Full Estimates of the Benchmark Impact Model for the Confirmatory 

Analysis of Impacts on Student Science Achievement (Selected-Response Items) 

This appendix provides the full estimates of the benchmark impact model for the confirmatory 

analysis of impact on student science achievement (full sample N = 2,140) as measured by selected-

response items on the student science assessment.  



 

 

  



Appendix M. Sensitivity Analyses for the Confirmatory Impacts on Student Science 

Achievement (Selected-Response Items) 

This appendix presents the results of the sensitivity analyses for the confirmatory impacts on student 

science achievement as measured by the selected-response items on the science assessment. The 

sensitivity analyses include scores derived from different score calibration approaches (percent-

correct, 1PL, 2PL, and 3PL) and different model specifications. Results in Tables M1 and M2 are based 

on the score calibrations that included all items. Results in Table M3 are based on “reduced item” 

forms where we excluded items with factor loading less than .20 on the principal dimension. Scores 

are calculated as percent-correct.    



 

 

 



 

 

  



Appendix N. Full Estimates of the Benchmark Impact Model for the Confirmatory 

Analysis of Impacts on Science Achievement of Students in the Lowest Third of 

Incoming Achievement  



 



 

 



 

 

 

  



Appendix O. Sensitivity Analyses for the Confirmatory Impacts on Science 

Achievement of Students in the Lowest Third of Incoming Achievement 

This appendix presents the sensitivity analyses for confirmatory impacts on student science 

achievement for students in the lowest third of incoming ELA and math achievement. Student 

science achievement is measured using selected-response items on the science assessment. The 

sensitivity analyses include scores derived from different score calibration approaches (percent-

correct, 1PL, 2PL, and 3PL) and different model specifications. 

ELA PRETEST 

 

 



 

MATH PRETEST 



 

 

  



Appendix P. Sample Sizes and Baseline Equivalence for the Impact on Student Science 

Achievement for Specific Subsamples  

This appendix presents the sample sizes and baseline equivalence for the impact on student science 

achievement (selected-response items) for specific subsamples (Focused Samples 1 and 2, by state, 

and by grade). 

FOCUSED SAMPLE 1 

The sample included 1,415 students (719 treatment, 696 control) who had both grade 3 state ELA and 

math pretests, with 814 students from California and 601 students from Wisconsin. Counts are shown 

in Table P1.  

  

 

We tested baseline equivalence for (a) ELA pretest, (b) math pretest. Results are in Table P2.  We 

observed that baseline equivalence is established for both ELA pretest and math pretest.  

 



FOCUSED SAMPLE 2 

The sample included 340 students (167 treatment, 173 control) who had both grade 3 state ELA and 

math pretests, with 178 students from California and 162 students from Wisconsin. Counts are shown 

in Table P3.  

  

 

We tested baseline equivalence for (a) ELA pretest and (b) math pretest. Results are in Table P4.  We 

observed that baseline equivalence is established for both ELA pretest and math pretest.  

 

  



IMPACT BY STATE 

  

 

We tested baseline equivalence for both ELA pretest and math pretest in both California and 

Wisconsin samples. Results are in Table P6. We observed that baseline equivalence is established for 

both the ELA pretest and the math pretest in both California and Wisconsin samples.  

 

  



IMPACT BY GRADE  

 

  

 

We tested baseline equivalence for both ELA pretest and math pretest in both Grade 4 and Grade 5 

samples. Results are in Table P8.  Baseline equivalence is established for both the ELA pretest and 

math pretest in both Grade 4 and Grade 5 samples.  

 

  



Appendix Q. Supplemental Analysis on the Impact on Student Science Achievement 

under High Fidelity of Implementation 

There are several alternatives for evaluating the impact of a program under the condition of high 

fidelity of implementation. We adapted an approach by Unlu et al. (2010). Assessing impact on 

student achievement under high fidelity of implementation (FOI) required following these steps.  

1. Specify a rule for identifying teachers who are above a specific threshold of actual 

implementation (in the treatment group), whom we refer to as “high implementers.”  

2. Apply a model to predict high implementation in the treatment group using a set of teacher 

baseline covariates. 

3. Apply the model developed under 2 to identify a matched sample of control teachers who 

plausibly would have implemented at the same above-threshold levels had they been 

randomly assigned to treatment.  

4. Assess the impact for students of teachers who are either strongly implementing (in treatment) 

or selected as potentially high implementers using model-based results in (in control). 

While we explored several variants of the method, analysis was fundamentally limited in two ways. 

First, it was difficult to obtain an adequately powered estimate of the relationship between baseline 

(endogenous) characteristics and FOI.  FOI was assessed based on attendance in professional learning 

events. There was variability in attendance over the two-year implementation. Attendance was 

determined in large part by assignment of teachers to study-eligible classes. Teachers who joined the 

study late would receive less than full professional learning. While some of the variation on FOI 

could be attributable to teacher-level endogenous factors (including, for example, lower motivation 

leading to late joining), many of the differences in FOI (professional learning attendance) were based 

on mobility resulting from a combination of teacher- and school organizational factors that could not 

be easily captured through surveys of teacher baseline characteristics. Factors affecting joining and 

professional learning (and FOI) levels were likely not sufficiently exogenous to serve as an 

instrument, while also noisy enough that we could not, with precision, relate teacher baseline 

characteristics to FOI outcomes. Essentially, administration-controlled mobility would add a lot of 

noise to the variability in FOI, in a way that would not be predictive of achievement, producing 

a highly underpowered analysis of the effects of dosage.    

To address the first limitation, we limited the sample to teachers in both conditions who remained in 

the study for both years. This eliminates the influence of teacher movement between eligible and non-

eligible grades/subjects as a source of variance in FOI. This, however, reduced the sample size of 

teachers, and most remaining treatment teachers were fully or close-to-fully compliant with full FOI, 

making it impossible to model the relationship between teacher-endogenous variables and FOI. This 

precludes using the methods above. 

 



We therefore relied on analysis of impacts on student science achievement using focused samples 1 

and 2 (see Chapter 6). This approach at least held constant the length of time the teacher spent in the 

study, or the exposure of students to teachers in the study in both conditions.    

 

  



Appendix R. Detailed Impact Analysis Findings for the Constructed Response Items 

This appendix presents the details of the analysis of the impact on student communication of science 

in writing (Chapter 8), as measured by constructed-response items on the student science assessment, 

at the item-level.  

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: .257 (p = .219), LOR(Cox) = .160 

Model 6: .326 (p = .148), LOR(Cox) = .198 



      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6 (the main models), but where we modeled student responses as ordinal, are as 

follows: 

Model 3: .492 (p = .083), LOR(Cox) = .298 

Model 6: .827 (p = .021), LOR(Cox) = .501 

 



      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: .069 (p = .778), LOR(Cox) = .041  

Model 6: .181 (p = .507), LOR(Cox) = .109 

 

  

  



 

      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: .306 (p = .156), LOR(Cox) = .185 

Model 6: .321 (p = .202), LOR(Cox) = .194 

 

 

  



 

      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: .091 (p = .828), LOR(Cox) = .055 

Model 6: .403 (p = .584), LOR(Cox) = .244 

 

 

 

  



      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: .337 (p = .421), LOR(Cox) = .204 

Model 6: 1.651 (p = .036), LOR(Cox) = 1.00 

 

 

 

 

 



      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: -.163 (p = .764), LOR(Cox) = -.100 

Model 6: -.267 (p = .740), LOR(Cox) = - .162 

 

 

 

 



      

 

The difference between treatment and control in the cumulative log odds of a higher-rated response 

for models like 3 and 6, but where we modeled student responses as ordinal, are as follows: 

Model 3: -.143 (p = .568), LOR(Cox) = -.086 

Model 6: -.096 (p = .730), LOR(Cox) = -.049 
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